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Abstract

I present methods to increase the spatio-temporal resolution of two single-
molecule fluorescence methods, which together can be used for measure-
ments over a wide range of biological scales of interest.

On the nanoscale, an important topic is the study of interactions and
dynamic fluctuations of DNA-processing biological machines. The char-
acteristic distance scale for these molecules, and therefore the required
measurement resolution, is one DNA base-pair (0.34 nm). To achieve
this resolution, I quantified and extended the resolution of single molecule
Forster resonance energy transfer (smFRET), carried out by total internal
reflection fluorescence (TIRF) microscopy (TIRF-FRET), commonly used
to monitor biomolecular distances and distance changes in the nanome-
tre range. A theoretical description of the major sources of noise in such
measurements was derived, which was found to be in good agreement
with experimental results. The major experimental limits to resolution
were identified and quantified, and distance differences of just one DNA
base-pair were shown to be resolvable. This work paves the way for ultra-
high resolution TIRF-FRET studies.

On the microscale, it is of interest to study the spatial organization and co-
ordination of multiple molecules within cells, ideally with nanometre reso-
lution; super-resolution microscopy is an ideal candidate for such studies.
I present a new algorithm, DAOSTORM, for analysis of localization-based
super-resolution data, which has significantly improved performance com-
pared with previous approaches. Previous algorithms required very low
densities of simultaneously fluorescently active molecules (imaging den-
sity); this allowed fitting of the data with a single model point spread
function (PSF). DAOSTORM increases maximum imaging density by an
order of magnitude, by simultaneously fitting multiple PSFs to the data.
I validated the algorithm using simulations and images of densely-labelled
microtubules in eukaryotic cells. DAOSTORM reduces image acquisition
times and increases the ultimate spatial resolution of the super-resolution
imaging.

These advances will further extend the capabilities of single-molecule flu-
orescence imaging in biology.
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CHAPTER 1

Introduction

These are small. .. but the ones out
there are far away.

Father Ted

The past twenty years have seen a radical shift towards the study of biology at the
level of the individual molecule. Since the first room-temperature single-molecule flu-
orescence measurement in 1990 [1], single-molecule fluorescence methods have offered
unprecedented insight into the structure and functions of biomolecules as individual
nanoscale machines. This is due to two key advantages of single-molecule methods.
Single-molecule methods allow measurements to be performed in inhomogeneous sam-
ples containing mixtures of distinct biomolecules, which would be unresolved in an
ensemble measurement. The dynamic fluctuations of molecules may also be directly
observed; a very difficult task for ensemble measurements, because it requires all
molecules in a sample to be carefully synchronized.

Single-molecule Forster resonance energy transfer (smFRET) is a particularly use-
ful method where energy transfer between two molecules reports on their separation
on the 2-10 nm scale [2]. The experimental advantages of smFRET have led to nu-

merous advances in our understanding of structural biology, particularly of protein-
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folding [3-6] and protein-DNA interactions [7-9]. In total internal reflection fluores-
cence (TIRF) based smFRET measurements (TIRF-FRET), which are discussed in
Chapters 2-4, images of multiple fluorescently-labelled surface-immobilized molecules
are recorded. This allows simultaneous FRET measurements of multiple molecules
to be carried out for extended periods; which has proved to be particularly useful in
the study of protein-DNA interactions [9-12].

The recent advent of super-resolution microscopy, which allows imaging of bio-
logical structures with spatial resolution far below the diffraction limit [13] promises
to have a similar impact on cell biology. Localization-based super-resolution imag-
ing [14-16], where the super-resolved image is obtained by sampling small subsets of
a fluorescently labelled population on a single-molecule basis, is particularly exciting.
This method combines the ability to obtain super-resolved images with the advantages
of single-molecule measurements, for example allowing super-resolution imaging to be
performed simultaneously with single particle tracking [17]. However, the method is
limited by the low imaging speed currently possible (~0.001-1 images s~! [18, 19]),
limiting its use for live cell studies [20].

Although single-molecule fluorescence methods have tremendous advantages, they
also pose significant additional challenges compared with ensemble measurements.
A particularly challenging issue is the massive volume of data produced by these
experiments. For imaging-based methods, where a series of images containing many
fluorescent molecules is acquired, the data from even a single five-minute measurement
is typically over one gigabyte in size. Automated data analysis, and especially data
reduction, i.e., the identification and extraction of the useful information from the
data, is clearly essential if data overload is to be avoided. The primary uniting theme
of this thesis is that careful consideration of this part of the experimental process
can significantly improve spatio-temporal resolution in single-molecule fluorescence

imaging. The secondary, closely related, uniting theme is based on the insight that
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the single-molecule image analysis problem is not really a new one; astronomers have
been solving almost the same problem for many years. Despite the vast difference
in sample size, images of stars acquired with a telescope are surprisingly similar
to images of single fluorophores acquired with a microscope [21, 22|. Therefore,
when considering how to best optimize data reduction in single-molecule fluorescence
imaging, I first considered whether existing methods from astronomy could be used.
As a result, the methods presented in this thesis have been significantly influenced
by, or in some cases directly adapted from, methods originally developed to study the
skies.

Methodological advances are only as useful as they are necessary. The motivation
behind this work was a desire to study the bacterial chromosome and its associ-
ated processing machinery, in particular DNA polymerase, on both the nano- and
micro-scale. On the nanoscale, i.e., the level of the individual polymerase, I am in-
terested in the mechanistic behaviour of DNA polymerase during initiation and repli-
cation [11, 23], processes essential to the remarkable fidelity with which the genome
is copied [24]. Since replication proceeds one base at a time, a key distance scale for
this process is the separation between adjacent base-pairs, just 0.34 nm. A TIRF-
FRET assay is in principle ideal for the study of these processes, since it has high
spatio-temporal resolution and can be used to study individual molecules for extended
periods. However, although single base-pair distance differences have been resolved
by coupling it to a much larger distance change [25], or by studying shifts in the mean
of a distribution combining measurements of many molecules [11], real-time, direct
single-base-pair resolution has been reported only once [11]. In order to put such
measurements on a robust footing, a detailed investigation of smFRET resolution
using well characterized FRET standards was required.

On the microscale, I am interested in the cellular spatial distribution of molecules

such as DNA polymerase, ideally in live cells, with sub-diffraction-limit resolution.
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Super-resolution microscopy is a promising candidate for such studies, but the abil-
ity to perform super-resolution studies in live cells is hindered by the slow imaging
speed of the technique (~0.001-1 images s™* [18, 19]). Such studies will benefit from
methods to increase imaging speed, such as the one introduced in Chapter 6.

In this work I focus on the robustness and resolution of both TIRF-FRET and
localization-based super-resolution imaging. For TIRF-FRET I present theoretical
predictions which define the limits of resolution of the technique, together with Monte
Carlo simulations which I used to test the performance of current smFRET data
analysis algorithms. To obtain and accurately analyse the large datasets necessary for
experimental characterization of the system, I designed and implemented specialized
image analysis software, which will be useful for any TIRF-FRET study. I then
present a detailed experimental characterization of the resolution limits of technique
using DNA FRET standards, and identify the major experimental factors which lead
to deviations from predicted limits. Based on this analysis I was able to demonstrate
spatial resolution at the level of distance differences of one DNA base-pair.

For super-resolution imaging, I present a new super-resolution localization algo-
rithm which can analyse data at a surface density of fluorescently active molecules
which is 6-fold higher than was possible with previous algorithms. This was achieved
by simultaneously fitting multiple model PSFs to the images, thereby explicitly ac-
counting for the possibility of PSF overlap, which can cause significant problems for
previous algorithms. Progress in this area was greatly facilitated by the fortuitous
observation that an algorithm developed for use in astronomy (and applied only once
previously for single-molecule imaging [21]) solves an almost identical problem for
images of stars in crowded stellar fields. I successfully adapted this algorithm for
use in super-resolution imaging, and quantified its performance using simulated and
experimental datasets. The new algorithm facilitates reduced image acquisition times

and increases maximum spatial resolution.
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In Chapter 2, the principles of fluorescence and FRET are discussed, together
with a review of the experimental methods used for widefield-imaging-based single-
molecule FRET measurements. In Chapter 3, I present derivations of the theoretical
limits of TIRF-FRET measurements, together with a description of the Monte Carlo
simulations and image analysis methods used. A comparison of the performance of
several image analysis algorithms on simulated data is presented. In Chapter 4, I
measure the current experimental limits of TIRF-FRET resolution, and identify and
quantify the major sources of error in TIRF-FRET experiments. In Chapter 5, I
provide an introduction to localization-based super-resolution microscopy. Finally, in
Chapter 6, I present DAOSTORM, a novel super-resolution localization algorithm.

The principal contribution of this thesis is to increase the spatio-temporal res-
olution of two techniques, both based on single-molecule fluorescence imaging. For
smFRET, my contribution was to define the theoretical limits of TIRF-FRET res-
olution, and to measure both the current experimental limits of resolution, and the
key sources of error which must be dealt with to further increase the precision of
measurements. For super-resolution imaging, my contribution was to present a novel
super-resolution localization algorithm which significantly increases the performance
of the technique.

The specific contributions of other parties to the material presented here are clearly
identified at the beginning of each chapter. Appendix A contains a list of published

works to which I contributed as a D. Phil. candidate.



CHAPTER 2

Fluorescence and FRET

2.1 Introduction

Here, 1 provide a brief introduction to fluorescence and Forster Resonance Energy
Transfer (FRET). Ensemble and single-molecule FRET methods are discussed, fo-
cussing in particular on methods to measure FRET for surface-immobilized single
molecules via widefield imaging. A brief introduction to algorithms for analysis of
widefield-imaging-based FRET data is presented, together with a summary of pre-
vious work in this area. Some of the material in this chapter has previously been

published as Refs. 26, 27.

2.2 Fluorescence

Fluorescence is the emission of light from a molecule due to relaxation from an excited
singlet state to the singlet ground state (green arrow, Figure 2.1, [2]); typically this
excited state has a lifetime on the order of nanoseconds [2]. The system may also
relax to the excited triplet state by intersystem crossing. Photon emission due to

transition from the excited triplet state to the singlet ground state (red arrow, Fig-
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Figure 2.1 Principle of fluorescence emission. A fluorophore absorbs a high energy
photon (blue arrow) and is excited to the S; state. A molecule may return to the S, state
by emission of a photon, i.e., fluorescence (green arrow), with a mean lifetime on the order
of nanoseconds. Molecules in the S; state can also undergo conversion to the T state via
intersystem crossing (dashed arrow). Phosphorescence (red arrow), i.e., transition from
T; to Sy is forbidden and occurs on the millisecond timescale.

ure 2.1) is known as phosphorescence. This transition is forbidden, so the phospho-
rescence lifetime is typically on the order of milliseconds [2]. Collectively, fluorescence
and phosphorescence are know as luminescence; photoluminescence (as opposed to
chemiluminescence, mechanoluminescence, etc.) occurs as a result of absorption of a

photons of a shorter wavelength (blue arrow, Figure 2.1, [2]).

2.3 Forster Resonance Energy Transfer

A particularly interesting fluorescence-related process is Forster Resonance Energy
Transfer (FRET). This is the process whereby an excited “donor” molecule transfers
energy to a nearby “acceptor” molecule via a non-radiative process (Figure 2.2a-b). If
the acceptor molecule is a fluorophore, this may result in fluorescence emission of the
acceptor. Classically, FRET occurs due to the coupling of a donor molecule, modelled
as an oscillating dipole, with an acceptor dipole of similar resonance frequency [2]*.

The rate of energy transfer from the donor to the acceptor, kr(r) is [2]

fep(r) = 1 (R0>67 (2.1)

D r

*Quantum mechanically, FRET can be considered as due to the exchange of a virtual photon
between the donor and the acceptor [28].
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Figure 2.2 Principle of FRET. (a-b) A donor molecule transfers energy to a nearby
acceptor. The rate of energy transfer, and thus the acceptor emission intensity, is de-
pendent upon the donor-acceptor separation. (c) Simplified Jablonski diagram for FRET.
The donor molecule absorbs a photon (blue arrow), and is excited to the S; , state. The
donor may emit fluorescence (green arrow) or transmit energy to the acceptor through a
non-radiative dipole-dipole interaction (dashed arrow). If this occurs, the donor relaxes to
the Spp state and the acceptor is excited to the S; 5 state, from which it may emit flu-
orescence (red arrow). (d) FRET efficiency depends upon the donor-acceptor separation
and the Forster radius, R,.

where 7p is the lifetime of the donor in the absence of the acceptor, r is the separation

of the donor and acceptor, and Ry is the Forster radius. Ry is given by [2]

¢ 9000(In10)x*Qp

= . 2.2
t 12875 N 4n* TN (2:2)

x? is the dipole orientation factor describing the relative orientation of the donor and
acceptor transition dipoles. ()p is the quantum yield of the donor in the absence of
the acceptor, where the quantum yield is the fraction of absorbed photons converted
to fluorescence. N4 is Avogadro’s number. n is the refractive index of the medium.

J(A) is the overlap integral, which expresses the degree of spectral overlap between
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the donor emission and acceptor absorption spectra:
JQ%:/ Fp(\ea(MAdA. (2.3)
0

Fp(A) is the normalized fluorescence emission intensity of the donor. e£4(\) is the
extinction coefficient of the acceptor (in units of M~'em™!).
The energy transfer efficiency, defined here as the true FRET efficiency E7, is the

fraction of photons absorbed by the donor which are transferred to the acceptor [2].

~ kr(r)
Er = T () (2.4)

For a single donor-acceptor pair of fixed separation,

(2.5)

Ry is typically in the 5-7 nm range [2]; the dependence of Er on the donor-acceptor
separation is plotted in Figure 2.2d for various values of Ry. The size of Ry, which
is similar to the diameter of many proteins [2], together with a strongly non-linear
distance dependence, makes FRET an ideal “spectroscopic ruler” for sub-diffraction-
limit optical measurement of biomolecular distances.

The FRET efficiency can be measured in a number of ways [29, 30]. A common
method for steady-state measurements is to measure the relative change in the flu-
orescence intensity of the donor, in the absence (Fp) and presence of the acceptor
(Fpa) [2]:

Ep=1--24 (2.6)
D

The distance between the donor and acceptor may be calculated from a FRET
measurement if Ry is known. It is relatively straightforward to measure most of the

factors in Eq. 2.2 [2], however the k2 term, which describes the relative orientation of
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the dipoles, is difficult to measure directly, and can introduce significant uncertainty
in the calculation of Ry [31]. x? ranges between 0 for perpendicular dipoles and 4 for
parallel dipoles. If both dyes have unrestricted rotational freedom, averaging over all
orientations gives £? = 2/3 [31]. Limits can be placed on x? by measurement of the
fluorescence anisotropy of the donor and acceptor [31]. The fluorescence anisotropy
measures the rotational freedom of the dyes and, for polarized excitation, is defined

as [2]
I, — 1
r=—-—"
I +2]

(2.7)
where I, is the emission intensity perpendicular to excitation, and I is the emission
intensity parallel to excitation. If the anisotropy of both the donor and acceptor is
low, their rotational freedom is high, and thus the assumption % = 2/3 is likely to be
valid. In the case of high anisotropy and restricted dipole orientation, the uncertainty
of the measurement is significantly increased. However, in most cases, FRET is used
as a reporter of the presence, relative magnitude and kinetics of a distance change
rather than as an accurate molecular ruler, so it is often unnecessary to convert FRET
measurements to absolute distances.

FRET measurements require specific attachment of donor and acceptor fluo-
rophores to the biomolecules of interest. For example, to measure a distance between
a site on a protein and a site on a DNA fragment within a protein-DNA complex,
fluorophores need to be incorporated site-specifically in the DNA and the protein; it
is common for protein labelling with reactive forms of fluorophores to be preceded by
genetic modification of the protein in order to introduce a single reactive site on the
protein surface, often a single surface-exposed cysteine residue [32].

In a classic experiment in 1967, Haugland and Stryer verified the 7® dependence
of FRET by using poly-L-proline oligomers of varying lengths as spacers between the
donor and acceptor [33]. In 1993, Clegg et al. performed similar measurements using

double stranded DNA (dsDNA) as a spacer [34]. Such studies established FRET
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as an ideal technique for measuring distances and distance changes in biomolecules.
Over the last 30 years, ensemble FRET measurements, i.e., FRET measurements in
bulk, averaged over large numbers of molecules, have become an essential component
of the biochemist’s toolkit. In vitro, FRET is used for measurements of biomolecular
structure and dynamics, especially of proteins [35], nucleic acids [34] and protein-
nucleic acid complexes [36]. In vivo, FRET can be used to test for interactions
between specific proteins [37-39]. Many excellent reviews of ensemble FRET provide

a detailed discussion of the method [29, 30, 40-42].

2.4 Single-molecule FRET

Although ensemble FRET methods have yielded significant biological insights, they
possess several significant limitations. Since ensemble methods report on the average
of billions of molecules, the ability to resolve heterogeneity within a sample is lost.
Sample heterogeneity may be divided into two major types. Static heterogeneity is due
to stable differences between molecules within the sample, e.g., a mixture of active and
inactive (e.g., denatured) protein. Dynamic heterogeneity is due to time-dependent
fluctuations of a single molecule, e.g., changes in shape of a labelled biomolecule; such
fluctuations can only be observed at the ensemble level if all molecules in a sample
can be temporally synchronized.

Single-molecule FRET (smFRET) allows measurement of both static and dynamic
heterogeneity. Additionally, the FRET fluctuations of individual molecules may be
monitored for extended periods. These advantages allow a wide range of new phe-
nomena to be studied; in particular, stochastic (and thus unsynchronisable) dynamic
fluctuations of biomolecules may be studied.

In recent years single-molecule FRET has yielded many ground-breaking results.
Results on biomolecular dynamics include measurements for DNA [25], RNA [43,

44] and proteins [45]. For molecular folding, significant work has been carried out
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for proteins [3-6] and RNA [46-48]. For multi-molecular interactions, results have
been presented for protein-DNA [7-9], protein-RNA [10, 49] and protein-protein [50]
interactions. Measurements for both linear [51, 52| and rotary [53-55] molecular

motors have been carried out.

2.4.1 smFRET on the surface

Single-molecule FRET measurements may be carried out for molecules freely diffusing
in solution [56] or immobilized on a surface [57]. Diffusion-based smFRET has the
significant advantage of simplicity; partially because the apparatus required for such
measurements is more simple, but mainly because biomolecules often interact strongly
with a nearby glass surface [58]. In order to obtain meaningful results, surface-based
experiments usually require much greater optimization and more extensive controls.
Despite these challenges, surface-based experiments allow the FRET fluctuations of
individual molecules to be studied for extended periods [9], which is a major advantage
in the study of molecular machines.

There are two principle methods for surface-based smFRET: confocal microscopy [56,
59] and widefield imaging [57, 60]. Confocal microscopy is a point-detection method
involving the imaging of a diffraction-limited spot onto a single avalanche photo-
diode. This method has very high time resolution (up to nanoseconds), but as a
point-detection method, only one molecule can be detected at a time. It is thus
challenging to carry out measurements of large numbers of molecules, which are nec-
essary for robust statistics and are particularly important in the presence of static
heterogeneity (e.g., if only a small fraction of molecules show activity or binding).

The alternative is to use a widefield imaging method, where an extended area
(typically hundreds of squared microns) is imaged using a sensitive camera, usually
an electron multiplying charge coupled device (EMCCD). This allows hundreds of

molecules to be imaged simultaneously, albeit with reduced time resolution (order of
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EMCCD
camera

Figure 2.3 Common widefield FRET imaging schemes. (a-b) Objective-excitation-
based widefield imaging. (a) Surface-immobilized molecules are excited and imaged using
the same objective lens (OBJ); emitted fluorescence is directed onto an EMCCD camera.
(b) Objective-excitation based widefield imaging schemes. BFP, back-focal-plane; Epi,
epifluorescence excitation; HILO, highly inclined thin illumination excitation; TIR, total
internal reflection excitation. (c) Prism-type TIRF-FRET imaging. CS, coverslip; OBJ,

objective lens.
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milliseconds). Common widefield imaging schemes are shown in Figure 2.3. In epi-
fluorescence microscopy [60] (Figure 2.3a-b), the excitation laser is focussed into the
back-focal-plane of the objective (green line, Figure 2.3b), resulting in an expanded
illuminated area compared to a focus in the object plane. Emitted fluorescence is col-
lected (scattered excitation light being filtered out with a dichroic mirror), split into
donor and acceptor emission wavelengths via a second dichroic mirror, and imaged
with an EMCCD.

Total internal reflection fluorescence (TIRF) microscopy [46, 57, 61] uses evanescent-
wave excitation within a thin layer above a surface to reduce the excitation volume
and thus increase the signal to noise ratio (SNR). When a light beam crosses an
interface into a medium of lower refractive index and is inclined beyond the critical
angle, an evanescent wave is generated close to the interface. The intensity of the

field, I(d), decays exponentially with distance

I(d) = Iye /4, (2.8)

where z is the distance from the surface and d is a characteristic depth, typically
on the order of 100 nm. Because the evanescent wave decays rapidly with distance,
single molecules immobilized on the surface can be imaged with little background
from molecules diffusing in solution at focal planes away from the surface. There
are two common implementations of this method: objective- and prism-type TIRF.
In objective-type TIRF (Figure 2.3a-b), the excitation beam is translated parallel to
the optical axis towards the edge of the objective lens (blue line, Figure 2.3b). As
the displacement is increased, the angle of incidence of the beam with the coverslip
increases past the critical angle, and an evanescent wave is generated. In prism-type
TIRF (Figure 2.3c), an evanescent wave is generated at the surface of a quartz slide

using a prism placed above the objective lens. This arrangement is more experimen-



Chapter 2 Fluorescence and FRET 15

tally complex, but increases the illuminated area and can give higher signal-to-noise
ratio (SNR) [62]. In practice, I found that the decreased experimental complexity of
objective-type TIRF more that compensated for the slight decrease in SNR.

Finally, one may use highly inclined and laminated optical sheet (HILO) imag-
ing [63] (Figure 2.3a-b), which is essentially regular epifluorescence imaging, but using
a highly inclined beam (orange line, Figure 2.3b). The steep inclination of the beam
means that within the small area directly above the objective (i.e., within the imaging
area of the detector), only a small volume is excited (although the volume is larger
than for TIRF). The excitation volume may also be translated along the z-axis. HILO
imaging is primarily useful for in vivo applications.

Widefield, and particularly TIRF-based FRET measurements have yielded very
useful insights, particularly into the dynamics of nucleic-acid-binding molecular ma-
chines such as HIV reverse-transcriptase [10], DNA polymerase [11], RNA poly-

merase [12] and helicases [9].

2.4.2 Widefield FRET data analysis

Consider an isolated, surface-immobilized, donor- and acceptor-labelled molecule.
Emitted fluorescence is collected, split into a donor- and acceptor-emission channels
and imaged on an EMCCD. A series of these images is recorded, and the detected pho-
ton count for the molecule in the donor- and acceptor-channel, D and A respectively,
is extracted from each image as described below. The apparent FRET efficiency E is
given by

E = A/N, N =D+ A. (2.9)

E reports on the separation of the donor-acceptor pair and can be related to Er upon
application of experimentally obtained correction factors [62, 64]. For applications
where distance changes, rather than absolute distances are required, calculation of

Er is often unnecessary.
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The main advantage of widefield smFRET), its inherent parallelism, increases the
complexity of the data analysis compared to point-based methods. Recorded images
contain the point-spread functions® (PSFs) of many randomly-distributed surface-
immobilized molecules. The analytical challenge is to obtain accurate photon counts
for each molecule in the presence of PSF overlap, background noise and optical aber-
ration. Additionally, molecules in the donor and acceptor emission channel must be
colocalized in the presence of optical aberrations which cause shifts and distortion
between the coordinate systems of each channel.

Previous data analysis algorithms have been relatively simple [48, 62, 66], and
the description of the algorithms has been minimal. First, a mapping between each
detection channel was generated, typically using fluorescent beads [48, 62, 66]. Sec-
ond, molecules were identified in a single emission channel by identification of above-
threshold pixels in an averaged image of the beginning images of a data series [66],
with the position in the second channel assumed to be the same. In Ref. 62, the
authors reported colocalization of molecules separately detected in each emission
channel, but the details were not elaborated upon. Overlapping PSFs may be ex-
cluded based on circular symmetry [66]. Finally, photon counts are measured for
each detected molecule for all images in a data series.

Photon counting was typically carried by measuring the sum of pixel intensities
in a square region surrounding the molecule position [48, 62, 66] (in subsequent chap-
ters, I refer to this technique as aperture photometry). The mean background level
was estimated by calculating the sum of a larger aperture around the central square
assumed to contain the PSF. The accuracy of the background estimate can be im-
proved by averaging it over a number of adjacent frames [66]. Algorithms for photon
counting via a fit of a model PSF to the data are well established in the context of

single-molecule localization [14, 16, 67], and might be expected to give more accu-

*The point spread function is the intensity distribution observed in the image plane of an optical
system with an input point source [65]



Chapter 2 Fluorescence and FRET 17

rate results; however this approach has not been commonly reported for FRET data
analysis.

I decided that in order to facilitate the high FRET resolution measurements de-
scribed in subsequent chapters, and to obtain the large statistics necessary for a
characterization of the limits of the experimental system, it was necessary to design a
more robust and automated TIRF-FRET data analysis algorithm, which is described

in Chapter 3.

2.4.3 Alternating Laser Excitation

The capabilities of smFRET were extended by the introduction of the Alternating
Laser Excitation (ALEX) scheme [68]. By alternately exciting the sample at the
direct-excitation wavelength of the donor and acceptor, significant additional infor-
mation is obtained. The labelling stoichiometry (i.e., single donor, single acceptor,
donor-acceptor, or multiple donors and acceptors) may be determined, allowing vir-
tual molecular sorting, and in particular allowing the “zero-peak” of single-donor
labelled molecules to be excluded from analysis; this allows straightforward measure-
ment of low-FRET donor-acceptor labelled molecules, extending the range of FRET
measurements. Photophysical fluctuations of either fluorophore, which significantly
complicate FRET measurements, can also be detected (see Chapter 4). This extra

information is summarized by the fluorescence stoichiometry ratio,

D+ A

L 2.1
D+ A+ AA’ (2.10)

where AA is the detected acceptor photon count under direct acceptor excitation.
The combination of TIRF-FRET with ALEX was first demonstrated by Margeat
et al. [12]; it has subsequently proved very useful, particularly for the study of nucleic

acid machines [10, 66, 69].



CHAPTER 3

Theoretical limits of TIRF-based FRET

3.1 Introduction

Biological systems studied by single molecule FRET (smFRET) are often charac-
terized by distance changes at the nanometre scale. In DNA replication and tran-
scription, for example, the characteristic distance scale is one DNA base-pair (1-bp),
just 0.34 nm [70]. In order to measure distance changes and dynamics on the single-
nucleotide (sub-nanometre) scale, it is necessary to understand completely the sources
of error and heterogeneity that make such dynamics difficult to detect.

A fundamental advantage of smnFRET is the ability to resolve sample heterogene-
ity. A sample may contain static heterogeneity, i.e., differences between molecules
within the sample (e.g., the sample may contain a mixture of distinct, non-interconvert-
ing species), or dynamic heterogeneity, i.e., time-dependent changes of individual
molecules (e.g., conformational changes). In addition to these heterogeneity sources
related to biomolecular function, the resolution of measurements is limited by intrin-
sic heterogeneity introduced by experimental noise and error, which must be carefully
investigated in order to accurately quantify smFRET resolution.

Total internal reflection fluorescence (TIRF) microscopy combined with smFRET

18
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(TIRF-FRET, hereafter tFRET), allows multiple surface-immobilized molecules to be
imaged simultaneously, allowing static and dynamic heterogeneity to be monitored
in complex systems. To characterize the limits of spatial and temporal resolution in
tFRET, theoretical predictions for intrinsic heterogeneity are required, together with
a robust experimental characterization of the technique using well understood stan-
dards. Although such characterization has been reported for confocal sSmFRET [71-
76], this has not been reported for tFRET, a significant omission given the general
importance of the method.

A tFRET measurement involves acquisition of a sequence of images of surface-
immobilized molecules [62], followed by extraction of FRET data by image analysis.
This imaging step adds complexity to the analysis and theoretical description of
smFRET heterogeneity compared to diffusion-based smFRET or surface-immobilized
confocal smFRET measurements, but careful designing and testing of novel image
analysis software allowed us to minimize the effects of these complications.

Building on previous work [71-73, 77, 78], I derived a theoretical description of the
heterogeneity expected on a tFRET measurement for a homogeneous, static sample
(heterogeneity due to experimental sources of noise). I validated both the image
analysis software and theoretical work via Monte Carlo simulations. In the next
chapter, I discuss the application of these results to experimental data.

In section 3.2, I develop theoretical descriptions of expected tFRET heterogeneity
under a range of conditions. The idea of adapting the work of Thompson [77] to
produce a description of tFRET heterogeneity was conceived together with Stephan
Uphoff. Stephan Uphoff produced the first realization of this idea (Eq. 3.18 in this
work, Eq. 4.10 in Ref. 79), based on error propagation of Thompson’s original pre-
dictions. I re-derived Thompson’s results to correct some theoretical limitations of
the original work. I showed that this yields results identical to those presented in

Thompson’s work, thus confirming the theoretical validity of Thompson’s results,
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and of Eq. 3.18. T am indebted to an anonymous reviewer of Ref. 80 who identified
this theoretical subtlety. I also derived photon counting error predictions allowing
for pixellation effects, implied but not stated in Thompson’s work. Finally, I present
FRET heterogeneity predictions for each of these cases, and also derive predictions
for the case of aperture photometry measurements.

In section 3.3.1, I discuss simulation tools developed to validate both the im-
age analysis software and theoretical description. I conceived and implemented the
tools for simulation of isolated molecules, building on previous approaches [77, 81].
Johannes Hohlbein wrote the initial version of the simulator for multiple molecule
simulations, which I further developed by carrying out significant testing to ensure
accuracy of the noise statistics, and by adding a simulator for the electron multiplying
gain register.

In section 3.3.2, I discuss the image analysis tools which I wrote for analysis of
FRET heterogeneity. The C++ library for PSF fitting described was written by
Oliver Britton under my supervision.

All other work was carried out independently.

3.2 Theory

For a surface-immobilized doubly fluorescently-labelled molecule with constant donor-
acceptor separation excited at constant intensity, the donor and acceptor fluorescence
photon counts are well approximated by independent Poisson distributions [73], with
the ratio of the mean acceptor to the sum of donor and acceptor photon counts
determined by the accurate (“true”) FRET efficiency, Er, given by Eq. 2.4.
Emitted photons are collected and focused onto an electron-multiplying CCD
(EMCCD) camera [82], producing two images containing the point spread functions
(PSFs) of immobilized molecules in the donor and acceptor emission channels. Photon

counts from the molecular PSFs in the donor and acceptor emission channels are
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measured, and the apparent FRET efficiency, F, is calculated using Eq. 2.9. The
apparent FRET efficiency reports on the separation of the donor-acceptor pair and
can be related to the accurate FRET efficiency, Er, upon application of correction
factors [62, 64]. Although derivations presented here are for apparent (uncorrected)
FRET, the same expressions hold for Er on substitution of corrected photon counts
and variances.

The acceptor photon count upon direct acceptor excitation, AA, is measured via
alternating laser excitation (ALEX [26, 68, 83]), and the stoichiometry S is calculated
via Eq. 2.10. S and AA are used to exclusively select molecules labelled with one donor
and one acceptor, and to monitor photophysical fluctuations of either fluorophore.

I derived predictions for heterogeneity on a static homogeneous sample with mean
FRET, Ej, in the presence of the heterogeneity sources inherent to a tFRET measure-
ment: shot noise from stochastic photon emission [82], background photons, noise due
to the electron-multiplying gain register [84], read-out noise [82], dark noise [82], and
noise due to finite spatial resolution of the camera (pixellation effects) [77, 78, 85].
The standard deviation, o(F), of the observed FRET distribution was used as the
metric for measurement of heterogeneity.

I derived expressions for limiting heterogeneity in a tFRET measurement using two
approaches. First, I calculated predictions assuming image analysis which achieves
optimal signal-to-noise (i.e., where the data extraction algorithm is a maximum like-
lihood estimator). Secondly, predictions were derived for the commonly used data
extraction method of aperture photometry (described below), which is not a maxi-
mum likelihood estimator. In both cases I obtained predictions for photon counting
error in each emission channel, and then used error propagation to obtain FRET

heterogeneity predictions.
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3.2.1 FRET heterogeneity for maximum likelihood estimators

Building upon previous work [71, 73, 74, 77, 78] 1 derived expressions for limiting
heterogeneity in a tFRET measurement based on y?-minimization. For data dis-
tributed independently and normally about their true values (a reasonable assump-
tion for a sample with constant donor-acceptor separation [73]), this approach is the
maximum-likelihood method [86, 87], and resulting predictions represent the optimal
signal-to-noise achievable in a measurement.

The molecular PSF in each channel was modelled as a circular 2D Gaussian dis-

tribution [77]:

M, = — exp (2 — o) . (J — %)
2msy 287y

) + B, (3.1)
where (7, j) are the pixel coordinates; (x¢, yo) is the position of the molecule; M;; and
M are the photon counts for a single pixel and for the entire PSF, respectively, arising
from fluorescence emission; s, is the PSF width; and B, is the expected background
level. There are three significant assumptions in this model.

First, I assumed that the PSF may be modelled as a Gaussian. Recent work [88]
showed that fitting to molecular PSFs using a Gaussian model ignores about 65%
of a PSF’s photons, mainly those contained in its power-law tail, which is ignored/
treated as background by the Gaussian model. However, the Gaussian model is still
appropriate for FRET measurements since the mean of the FRET ratio is unaffected
by the addition of a fixed fraction to the photon counts. I note that in principle, if
the 65% extra photons could be measured and included in the photon count entirely
uncontaminated by real background (a non-trivial task), this ideal situation could
reduce observed FRET heterogeneity by 30% [H. Flyvbjerg, T. U. Denmark, personal
communication, 2010].

Second, I assumed that the PSF may be modelled as circular symmetric for the

purposes of the theoretical predictions, despite the experimental data showing non-
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negligible asymmetry. This point is discussed in Section 3.2.1.2.

Third, I assumed that the integral of the PSF over an area of one pixel was well
approximated by the value of the PSF at the pixel centre multiplied by the pixel area.
Mortensen et al. [88] showed this is a good approximation for s > a, where s is the
PSF width defined by Eq. 3.1, and a is the width of a square pixel. This condition is
satisfied for data presented in this work; however, where the condition does not hold,
photon counting via PSF fitting must take these accounts into consideration [82, 89].

I proceed based on the work of Thompson et al. [77] for the photon-counting error
of a conventional CCD camera without an electron multiplying gain register. How-
ever, below I note certain limitations of Thompson’s original derivation and provide
a more robust alternative derivation. I also include electron multiplication effects,
noting important experimental considerations which must be taken into account. I
explicitly derive predictions (implied in Thompson’s work) for photon-counting error,
and predictions which include pixellation effects and do not interpolate in the regime
where the effects of shot noise and background noise are of similar magnitude.

Having obtained photon-counting error predictions for a single channel, error prop-
agation [90] was used to obtain predictions for the expected heterogeneity on a FRET

measurement.

3.2.1.1 Photon counting error for an EMCCD

Fluorescence emission photons are collected from a surface-immobilized biomolecule
and focused onto an electron multiplying CCD (EMCCD) camera. The photons
collected on a single pixel within the integration time for a single image frame generate
electrons amplified in the electron multiplying gain register of the camera, reducing
the effective read noise of the device [82]. The amplified electron count is converted
to digital units (DU) by the analogue to digital converter. It is these DU which form

the pixel counts in the final image of fluorescence emission. For an individual channel,
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DUs and photon count are related by:
MDU@'j == UMZ‘]‘, U - G/C (32)

Mpyij and M;; are the number of DU and photons collected on a single pixel with in-
dex ij, respectively, not including background noise. U is the effective gain (DU/ pho-
ton), determined by G, the electron multiplying gain (electrons/ photon), and C| the
CCD sensitivity (electrons/ DU). The value of C' may be obtained from the camera
manufacturer. G is set by the operator and is typically 100-1000 [91]. However, G
frequently differs significantly from the manually set value, due primarily to ageing
of the EM gain register [92]. For photon-counting applications U should be measured
directly on a regular (at least annual) basis using standard methods [93, 94]. The
photon count M;; may then be calculated from the pixel count Mpg;; by Eq. 3.2.
Modifying Thompson’s result [77] to include effects of electron multiplication, the

expected variance on measured photon count for a single pixel is
or = fEM; + b, (3.3)

fc is the excess noise factor introduced by the electron multiplication [91]. For typical
values of G (100-1000), fo = v/2 to good approximation [91]. The term f2M,; repre-
sents the total contribution of photon-counting shot noise taking into account excess
noise from electron multiplication. b is the observed standard deviation of background
noise per pixel (excluding photon-counting shot noise), including background in the
measurement and any on-camera noise due to read noise and dark noise, which for an
EMCCD is expected to be very small. Digitization noise [82, 95] was neglected since

its effect is tiny for typical experimental parameters®. Dead time and smearing due

*Merline et al. [95] showed that the contribution of digitization noise to photon counting error is
on the order of o;py /U, where orpy ~ 0.289 DU, and U is the effective gain. For this work, U=3.1
DU/ photon, and the mean photon count is always at least several hundred photons, making this
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to frame transfer [82] were also neglected, since for currently available fluorophores,
maximal photon emission rates are such that these effects are not significant.

To obtain a prediction of photon-counting error for a surface-immobilized molecule
located at (z9, o), with total expected photon count M, and independent Gaussian

distributed errors, I begin with the criterion of least-squares fitting, that 2,

X2($,y,M) _ Z {mij - Mij;x7y>M)} ’ (34)

is minimized, where m;; is the observed photon count, M;; is the photon count ex-
pected from a model PSF located at (x,y) with total photon count M, and sfj is the
observed photon count variance (distinct from the expected variance o;; defined by
Eq. 3.3).

The criterion of least-squares minimization, Eq. 3.4, derives from maximization
of the likelihood function [96], £L(w, o2 | ), for n independent, normally distributed,
stochastic variables, X1, Xy, ..., X,,, where X; = N(u;,0?). x1,79,...,1, are the
observations of each variable. The likelihood function for the vector of parameters

(m,0?) is given by [96]

1

0109 ...0p

L(p, 0 | x) =

(2m)nz P [_; zj: (m — Mﬂ : (3.5)

0

Least-squares minimization corresponds to minimization of the exponent term in
Eq. 3.5. However, since the variance, o2, appears not only in the exponent of this
distribution but also in its normalization term, it follows that least-squares minimiza-
tion is the maximum likelihood estimator of the system only if the variance is held
fixed. Use of the expected variance in minimization of Eq. 3.4, as per Ref. 77, means
that both the normalization and exponent terms of Eq. 3.5 may vary. Therefore,

minimization of a y2-statistic based on the expected variance is not necessarily the

term negligible.
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maximum likelihood estimator of this system.

It is more appropriate to use the observed variance in minimization of Eq. 3.4,
assuming the sample size is sufficiently large that the observed variance is a good esti-
mate of the “true” population variance (this criterion being imposed in the derivation
by calculating the expectation value of sfj in Eq. 3.7). Fortunately, this derivation
produces identical results to the original derivations for photon counting error in
Ref. 77 (similarly for localization error).

Using the condition for the minimum, dx?/0M = 0, I expand M,;(z,y, M) about
M;i(xo,y0, My). Considering only first order terms of AM = M — M,, and noting
that ds;/OM = 0, I obtain:

OM;; ; 9
> Amy it/ si;

AM ~ _mz (% S,.)2 : (3.6)
oM L

),

where OM;;/0M is evaluated at M;;(xo, yo, Mo), and Am;; = M,;(xo, Yo, Mo) — my;.
Squaring Eq. 3.6, calculating the expectation value, and using o?(M) = ((AM)?)
(because ((AM))? = 0), yields

2 (%A]\Jf>2/<8?j>}_l- (3.7)

Z’Lj

o*(M) = {

Using the fact that the expectation value of the observed variance <s?j> equals the

expected variance ofj defined by Eq. 3.3, I obtain,

> (%A]{f /aij>2}1. (3.8)

Z7j

o> (M) = {

I assume a circular 2D Gaussian PSF (Eq. 3.1) for M;;, as discussed previously. If
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pixellation effects are neglected, Eq. 3.8 may be replaced with an integral:

-1

{ / / <3Mm /Jij>2didj} . (3.9)

If T substitute Eq. 3.1 into Eq. 3.9 and assume (following Thompson) that in the

intermediate regime where f&M;; ~ b?, (M) is well approximated by the sum of the

limiting cases when the first and then the second terms in Eq. 3.3 dominate, I obtain:

47rs

o*(M) = fGM+ b2 (3.10)

To include pixellation effects and avoid interpolation where f&M;; ~ b% Eq. 3.1 is

substituted into Eq. 3.8, and averaged over all (zg, yo):

25 [25 o (M) dzodyy
f_oof_oodxodyo '

(0*(M)) a0 = (3.11)

By symmetry, each pixel is equivalent with respect to (z¢,yo), allowing us to reduce
the range of integration to one pixel in each direction. For square pixels of width a,

this yields:

(2(M)) g0 = *2/ / {” ~ (aMw/Ui7j>2}_1d:codyo. (3.12)

4,j=—00
3.2.1.2 Effect of ellipticity on photon counting error

By inspection of Eq. 3.10, the equivalent result for photon counting error of an ellip-

tical Gaussian PSF is:
415,58,

o} (M) = f2M + p b2, (3.13)

where s, and s, are the PSEF' widths along the minor and major axes of the PSF,

respectively. However, for simplicity I used the expression for noise on a circular
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PSF throughout, even for experimental data with non-negligible ellipticity which was
fitted with an elliptical PSF. In that case, I used the average of s, and s, in Eq. 3.10.
This introduced a small error in the noise estimate on the order of:

2 2
62 _ 47th {(535 ‘l’Sy) _ sty} ) (314)

a? 2

This reduces to:

b2
&= %(sy — 50)% (3.15)

which is very small unless s, > s,, which is not commonly observed experimentally.

3.2.1.3 Expected FRET measurement error

To obtain a prediction for FRET error, I perform error propagation [74, 90], assuming

D and A are independently distributed [73], for apparent FRET, E:
E=A/N, N=D+A (3.16)

where D, A and N are the donor, acceptor, and total photon counts for an individual

molecule, respectively. Then

o= (22) o + (%) i, 1

which simplifies to

o(E) = —\/E202(D) + (1 — Ep)?0%(A), (3.18)

where FEj is the mean FRET value.
For the full prediction of o(F), Eq. 3.12 was numerically integrated for each chan-

nel, and the results substituted into Eq. 3.18.
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If T neglect pixellation and interpolate between the high shot noise and high back-

ground limits, then using Eq. 3.10 I obtain:

f2 E0<1 — Eo) 47
o(E) = \/ Y + 5 (D?sbbh + A%s5b3). (3.19)
Ejy is the mean FRET value. sp, s4 are the PSF widths in donor and acceptor chan-
nels. bp , ba are the standard deviations (photons per pixel) of observed background

noise in each channel. a is the pixel size. fg is the excess noise factor.

3.2.2 FRET heterogeneity for aperture photometry

An alternative to least-squares or maximum likelihood approaches to photon counting
is to simply count the number of photons within a small circle centred around the
PSF. This is known as aperture photometry [48, 62, 66, 97, 98|, carried out by creating
apertures, defined by radii ry, 79 and r3 centred around a molecule. The total collected
number of photons is estimated from pixels falling within the aperture defined by
r(ij) < ri, where r(ij) is the distance of the pixel at (4, j) from the position of the
molecule. The background is estimated from pixels within the annulus defined by
ro < 1(ij) < r3 (I generally set ; = 13). The background-subtracted photon count is

thus

My, = S M;—"= S My, (3.20)

r(ij)<ri np ro<r(ij)<rs
where n,;, is the number of pixels within the inner circle, and np is the number of

pixels in the annulus,

Npiz = Y, 1, ng= > L (3.21)

r(ij)<ri ro<r(ij)<rs

Variant methods include the use of square apertures [48, 62, 66] and time-averaging

the background value over a number of adjacent frames to reduce noise [66]. I note
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that the noise predictions do not necessarily achieve maximum signal-to-noise [95]; I
therefore derived a prediction for FRET error on an aperture photometry measure-
ment. The photon-counting error for aperture photometry is given to good approxi-
mation [95] by

oo (M) = fEM + ab?, o= ny, <1 + 7;2”:) : (3.22)

Applying error propagation, a prediction for aperture photometry FRET measure-

ment error may be derived:

J&FEo(1 — Ep) 1
oup(E) = \/G N + i (D2apb?, + A2a4b%), (3.23)
where Fj is the mean FRET value, D, A and N are the donor, acceptor and total
photon counts. bp and by are standard deviations of background noise in the donor

and acceptor channels. ap and a4 are defined in each channel by Eq. 3.22.

3.3 Methods

3.3.1 Simulations

I carried out Monte Carlo simulations to model tFRET data, including the Poisson
noise on detected photons, explicit simulation of electron multiplying gain, simulation
of the analogue to digital converter, a general background noise term, and pixellation
effects. The position of a molecule was randomly chosen with sub-nanometre accuracy,
and the effects of pixellation were simulated using pixel size, a, and PSF widths, sp,
s, matching typical experimental values (a = 94 nm, sp ~130 nm and s4 ~150 nm).

In order to separate the effects of different noise sources, I carried out two sets
of simulations. First, I carried out simulations which neglected the effect of multiple
overlapping molecules, by simulating an isolated single molecule randomly positioned

within a single pixel at the centre of a small area (24x24 pixels). Second, I analysed



Chapter 3 Theoretical limits of TIRF-based FRET 31

the errors introduced by the presence of multiple overlapping molecules using simu-
lations of multiple molecules of varying surface density, randomly positioned within
an area of 256x256 pixels.

I assume that photon counts in the donor and acceptor channels are independently

Poisson distributed variables [73], with mean values
(D) = N(1—Ey), (A)=NE. (3.24)

Molecular PSFs are modelled as 2D circular Gaussians (Eq. 3.1) with a total
photon count (i.e., volume) determined by Eq. 3.24. The photon count arising from
a single molecule for each pixel is then drawn from a Poisson distribution with mean
equal to the value of the PSF at that pixel.

The electron multiplying gain was modelled for a 526-stage gain register, match-
ing that of the camera used for experiments (Andor iXon 89, UK). Although it is
straightforward to explicitly model each stage of a multi-stage gain register [99], this
is an exceedingly slow process. Instead, rejection sampling [100] of the approximate
probability density function for electron counts resulting from a gain register [99] was

carried out:

_ (n—m—&-l)m*1
P(n) (m—1)!(G—-1+1/m)

n—m+41 :
— exp (—ﬁ) if n >m, (3.25)
=0 otherwise,

where n is the final electron count, m is the input photon count and G is the electron
multiplying gain. This algorithm has been shown to be accurate for even low values
of G [99], and use of this approximation produces a speed increase of a factor of
~1000. In order to avoid floating point overflow errors during simulation, Eq. 3.25 is
refactored slightly, and Stirling’s approximation is employed where appropriate (i.e.,

where it does not cause significant loss of precision); for details see Appendix B.
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The analogue to digital converter was simulated by calculating the conversion from
electrons to DUs and rounding the result. Finally, a general background noise term
was included by adding Gaussian distributed noise with standard deviation bpy = Ub
(bpy is the noise measured in DU, U is the effective gain, b is the noise measured in
photons), rounding the final result.

Simulations with one molecule per image were written in MATLAB. Simulations

with multiple molecules per image were written in C++.

3.3.2 Data analysis: Image analysis

To optimize extracted signal-to-noise and ensure statistical robustness of data, it is
important to automate the data extraction from tFRET movies. To this end, I built
on previous work within the field of single molecule biophysics [48, 62, 66, 77, 101] and
in astronomy [85, 89, 95, 97, 102], which deals with the similar problem of accurate
photon-counting for multiple overlapping diffraction limited PSFs using CCDs. 1
designed and implemented automated and robust image analysis software (called
TwoTone, available online [103]). Image analysis software was written in MATLAB,
except for the PSF-fitting software, which was written as a C++ library with a
MATLAB interface.

The source data consists of synchronized movies of fluorescence emission in the
donor and acceptor emission channels from multiple randomly distributed surface-
immobilized single molecules. Image analysis for tFRET consists of 5 essential steps:

image registration, detection € localization, association, photometry and filtering.

3.3.2.1 Image registration

Image registration is the process of generating a spatial mapping between the donor
and acceptor coordinate systems. I apply the simple method of calibration using the

leakage of acceptor emission of immobilized fluorescent beads into the donor channel
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to identify matching positions in each channel [62, 104]. These “control points” are
manually selected using a simple GUI and a spatial mapping is generated between

the coordinate systems by solving
XA = TB(D, (326)

in the least-squares sense, where T is a projective transformation matrix, xp are the
donor control points and xa are the acceptor control points. The resulting quality
of alignment is checked visually using a colour-coded overlay of the green and red
channels. The semi-automatic nature of this task is acceptable since it is only neces-
sary to perform it at most once for a daily set of experiments, however it should be

straightforward to automate this task [105, 106].

3.3.2.2 Detection & localization

Detection and localization are the steps of automatically detecting molecules, and
localizing their centroid. This step is performed separately in each channel. For de-
tection, the classic approach is to apply a high pass spatial filter to remove noise, fol-
lowed by convolution with a Gaussian mask of size similar to the candidate molecules,
followed by identification of above-threshold local maxima [85, 89, 101]. I utilize the
fact that molecules are immobilized; therefore auto-detection and localization are only
performed at the beginning of a movie, averaging typically 5-10 frames to maximize
signal-to-noise.

To localize the centroid to high precision, a small sub-image around each detected
molecule is fitted with an elliptical 2D Gaussian [14],

:L‘/2 y/2

M =— — By 3.27
T 2ms,s, P (233j * 255) P (3:27)

M;; and M indicate the expected photon count for a single pixel and for the en-
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tire PSF, respectively; and B), is the expected background level. ¢’ and z’ are
the pixel coordinates in the coordinate system aligned to the major and minor axis
of the observed elliptical PSF, respectively. v = (i — x¢)sinf + (j — yo)cosf, and
x' = (i — xo)cosh — (j — yo)sinb, where (z9, yo) is the expected position of the molecule,
(1,7) are the pixel coordinates and 6 is the angle between the (i, 5) and (z/,y’) coor-
dinate systems. s, and s, are the PSF widths along each elliptical axis. Since 0 is a
free parameter, the elliptical axis of the fitted PSF is not constrained to only the x
or y axis.

Fitting was carried out using ordinary least-squares minimization, with the posi-
tion of the molecule, (z¢, o), set as a free parameter. The fitting algorithm and size

of the selected sub-image are identical to that employed for photometry, discussed

shortly.

3.3.2.3 Point matching

Point matching is the process of matching detected molecules in the donor channel
with molecules in the acceptor channel. If the data were entirely free from noise and
optical aberrations, and the coordinate transform matrix was perfectly accurate it
would be possible to assume that the position of a donor molecule in the acceptor
channel is exactly given by Eq. 3.26. However, primarily due to an imperfect trans-
formation matrix, it is necessary to account for the remaining differences between the
apparent positions of a molecule in each channel, or inaccurate photon counts would
result. This is achieved by carrying out distance-based hierarchical clustering [107]
for both the acceptor channel positions x5 and the transformed donor channel posi-
tions Txp. Clusters containing zero or one molecules in each channel are retained,
whereas clusters with ambiguous stoichiometry (for example a cluster containing two

donor molecules and one acceptor) are discarded.



Chapter 3 Theoretical limits of TIRF-based FRET 35

3.3.2.4 Photometry

Photometry is the term given in astronomy to the measurement of photon counts.
The main algorithm used here is profile-fitting photometry [14, 81, 89, 102, 108, 109]:
fitting of a model PSF profile to an identified molecule. Eq. 3.27 is fitted to a square
subimage of width 2wj;,,*, centred on the position identified during the localization
step. The Lourakis implementation [110] of constrained Levenberg-Marquardt opti-
mization [111] was used to carry out ordinary least-squares (OLS) minimization [111],
i.e., minimization of:

1,J
where m;; is the observed photon count and Eq. 3.27 defines M;;. For algorithmic
speed, I set the coordinates (zg,yo) as constants (although it is straightforward to
relax this assumption if experimental factors such as stage drift are significant). This
algorithm implicitly assumes uniform noise across the whole image.

An alternative profile-fitting photometry algorithm is weighted least-squares (WLS)
minimization defined by Eq. 3.4 and used e.g., by Thompson et al. [77]. OLS im-
plicitly assumes uniform noise throughout the image, whereas WLS explicitly models
the noise for each pixel. In principle, where uniform noise cannot be assumed (as
is the case for single-molecule fluorescence measurements, due to additional photon-
counting shot noise arising directly from the immobilized molecule), WLS might op-
timize signal-to-noise where OLS fails to do so.

The simplest method available, and one commonly employed for tFRET measure-

ments is aperture photometry [48, 62, 66, 97, 98], mentioned in section 3.2.2.

*I define the subimage width as 2wy, for simplicity of comparison with methods which use a
circular subimage of radius w;,



Chapter 3 Theoretical limits of TIRF-based FRET 36

3.3.2.5 Filtering

A significant concern for the analysis of surface-immobilized molecules is to exclude
errors introduced by overlapping unresolved molecules. I use two metrics to identify
and exclude overlapping molecules. First, the nearest-neighbour distance between
resolved molecules in any channel is calculated, based on the position of molecules in
the image used for autodetection. Any resolved molecules with too small separation
will significantly affect the measured photon-counts for each molecule, so they are
excluded. Secondly, the eccentricity of each molecular PSF is calculated, for each

individual frame [14],

e=,1-2 (3.29)

where s, and s, are the PSF widths along the major and minor axes respectively, de-
fined in Eq. 3.27. Monitoring the eccentricity on a per-frame basis has the additional
advantage of providing a robust means to test whether sections of a recorded dataset
are significantly out of focus (these sections can then be excluded from analysis if
necessary). The most appropriate thresholds for each of these filtering metrics will

be explored shortly.

3.4 Results and discussion

3.4.1 \Validation of image analysis software
3.4.1.1 Photometry results

I examined the performance of the different photometry methods on simulations of
isolated immobilized molecules (Figures 3.1-3.2) for an effective window radius of 6
pixels (~ 4s) and typical experimental parameters specified in the Methods. 1 set
sp=132 nm and s4,=150 nm. Considering first the photon-counting performance (Fig-

ure 3.1), OLS showed the smallest systematic error, but showed a constant ~25 %
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Figure 3.1 Photon counting performance of different photometry methods. (a-b) Pho-
ton counting standard deviation for increasing photon count. (a) Simulations for typical
PSF width of donor channel, 132 nm. (b) Simulations for typical PSF width of accep-
tor channel, 150 nm. (c) Systematic photon-counting error for increasing photon count.
Green lines, simulations for donor channel, PSF width 132 nm; red lines, simulations for
acceptor channel, PSF width 150 nm. Solid lines, OLS minimization results; dashed lines,
WLS minimization results; dotted lines, aperture photometry results.

excess noise compared to theoretical predictions. WLS asymptotically approached
optimal signal-to-noise, confirming that it was noise introduced by OLS fitting which
caused the 25 % error (this finding is supported by previous reports [77, 88]). How-
ever, WLS showed significant systematic photon-counting errors, consistent with the
literature [87, 112]. In particular, the size of WLS systematic error varied as a func-
tion of total photon count, making it unsuitable for accurate measurements. Aperture
photometry showed the greatest noise at low photon counts, however, for high photon
counts it approached optimal signal-to-noise. Aperture photometry showed signifi-

cant systematic photon-counting errors, mainly in the acceptor channel (~4 % error
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Figure 3.2 FRET error for different photometry methods. Red line, aperture photom-
etry; blue line, OLS minimization; green line, WLS minimization; black line, theoretical
predictions. PSF width in donor channel, s=132 nm, PSF width in acceptor channel,
s=150 nm. (a-b) FRET standard deviation and systematic error for increasing photon
count, mean FRET 0.5. (c-d) FRET standard deviation and systematic error for varying
E)y, total photon count per molecule, 2000 photons.

in acceptor channel), which had a larger PSF width*. Systematic errors for aperture
photometry also caused an eventual increase in observed noise in the acceptor channel
(Figure 3.1b).

Next, I analysed FRET measurement performance of the different methods (Fig-
ure 3.2). OLS and WLS showed the best performance at low photon counts, with
WLS and aperture photometry showing the best performance at high photon counts.
At extreme FRET values (Fy=0.1 or 0.9) the performance of aperture photometry suf-
fered because of the low photon counts in one of the channels (Figure 3.2c). Because
FRET is a ratiometric method, the systematic errors observed for WLS and aperture

photometry photon counts largely cancel out for FRET measurements; systematic

*I note that approaches exist to correct for these systematic errors [98, 113]
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FRET measurement error for either method was effectively negligible.

I recommend the use of OLS profile fitting for the following reasons. I discount
first the WLS method because in practice it was found to be rather unstable, requiring
good initial estimates of background level and background noise, and knowledge of
the effective gain, U (consistent with previous reports [88]). Considering aperture
photometry, the method offers acceptable and in some cases better signal-to-noise
performance than OLS, and high computational speed. However, I found that OLS is
generally a more robust method. OLS shows negligible systematic photon-counting
errors, even for quite small effective window radii, w;,,, whereas aperture photometry
requires care in the choice of aperture size to avoid systematic errors. I also found that
OLS is less error prone in the presence of nearby or overlapping molecules, since the
eccentricity of the OLS fit can be monitored on a per frame basis and used to exclude
such molecules (see Section 3.4.1.2). Where x-y stage drift or focal drift is an issue,
by relaxing the assumption of fixed position in the fit and by fitting using an elliptical
Gaussian, these effects could be minimized by using OLS. The computational speed
of OLS is quite acceptable (58 molecular fits per second for a 2.40GHz processor).
Finally, the performance of OLS for low photon counts was observed to be better
than aperture photometry. However, for low surface density of molecules and high
signal-to-noise, aperture photometry is a fast alternative method.

The ideal solution to photon-counting for tFRET is a profile fitting approach
which has the advantages described for OLS, but which also obtains optimal signal-
to-noise. A recent report by Mortensen by al. [88] shows that maximum-likelihood
methods [114] may be just that approach; it should be straightforward to adapt the

software describe here to use these methods.
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3.4.1.2 Filtering results

The efficiently of the filtering algorithm described at excluding overlapping molecules
was tested for Monte Carlo simulated datasets of multiple immobilized molecules in
a single fluorescence emission channel. Simulations were carried out for molecules
with uniform mean photon count M = 5000 photons per molecule/ frame, and fixed
surface density, n molecules per um?, with a uniform random spatial distribution.
Images were generated for a 256 x256 pixel imaging grid with pixel size of 94 nm and
PSF width of 132 nm, to match typical experimental values for the donor-emission
channel. Other simulation parameters were as previously described. Image analysis
was carried out as described above, using OLS fitting and including calculation of
a 10-frame-averaged image for auto-detection and calculation of nearest-neighbour
distance.

I first tested the effectiveness of eccentricity filtering for a random distribution of
particles at moderate density (0.86 molecules per um?). Distance-based hierarchical
clustering [107] was used to segregate the detected points into correctly identified
single molecules and multiple molecules incorrectly identified as a single molecule,
using a distance threshold of 2.5 pixels (approximately twice the PSF width). The
resulting eccentricity distributions were calculated for each case (Figure 3.3a). The
distribution including both unresolved and resolved molecules separated into two clear
peaks, and the vast majority of overlapping molecules could be excluded by a simple
threshold on eccentricity after visual inspection of the eccentricity distribution.

I tested the efficiency of filtering (including both nearest-neighbour distance and
eccentricity) in improving photon-counting accuracy, and compared it with the per-
formance expected from a Rayleigh-criterion limited technique. The Rayleigh-limit
for a visible light microscope is approximately /2 [65, 115]. For Gaussian PSFs; this
roughly corresponds to Az, ~ 2s (s is the PSF width), which I use here as a ref-

erence standard for a filtering algorithm with Rayleigh-limit performance. I assume
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Figure 3.3 Thresholding based on eccentricity and nearest-neighbour distributions
allows discrimination of overlapping molecules with super-Rayleigh-limit performance.
(a) Analysis of the eccentricity distribution for a simulated dataset with moderate sur-
face density (0.86 molecules um~2). Distribution for all detected positions (blue line) is
compared with the known stoichiometry of the simulated molecules: isolated molecules
(green line), multiple overlapping molecules (red line). By filtering all molecules after the
first major peak in the eccentricity distribution (¢ < 0.6), most overlapping molecules
were excluded. (b) Effect of filtering on normalized RMS photon-counting error for sim-
ulated datasets of increasing surface density. Black line, photon-counting error assuming
Rayleigh-limit performance; green line, unfiltered molecules; pink line, filtered molecules,
minimum nearest-neighbour distance > 4s; blue line, filtered molecules, minimum nearest-
neighbour distance > 65 (s is width of molecular PSF). ¢ < 0.6 for both filtered datasets.

that the photon count observed for k unresolved molecules is simply the sum of their
individual photon counts, kM. For a surface density of n molecules per unit area,
I derived an expression for the root-mean-square (RMS) photon-counting error of a
theoretical Rayleigh-limit performance filtering algorithm based on simple Poisson

statistics™:

AMrms o \/1_6_M_H’+M2
Mtrue 1—e+

. = 4ms*n. (3.30)
The observed photon-counting errors were analysed for a wide range of surface
densities (Figure 3.3b), and the effect of different filtering thresholds. Without fil-

tering, photon-counting errors are approximately at the same level as Rayleigh-limit

performance. For a standard eccentricity threshold of ¢ < 0.6 (see Figure 3.3a),

*See Appendix C for derivation.
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Figure 3.4 (a-b) Simulated datasets (sim., blue line) compared to theoretical predictions
for a wide range of number of collected photons N (a) and mean FRET efficiencies Ey (b).
Theoretical predictions presented for numerical integration of full theoretical prediction
(theory, (exact), green line); for analytic result, Eq. 3.19, with approximations discussed
in main text (theory, (approx), red line); and for analytic result, neglecting background
noise in the prediction (theory, no bg. (approx), black line). Results in a for F;=0.50,
results in b for N=2000 photons per molecule per frame.

and different nearest-neighbour thresholds, photon-counting errors were observed to
be significantly smaller than the Rayleigh-limit level. Since higher thresholds lead
to the exclusion of a larger fraction of candidate molecules, in many cases a low
nearest-neighbour threshold of 4s is entirely sufficient to give good performance at
moderate surface density. For maximum accuracy, a higher threshold of 6s reduces

photon-counting errors even further.

3.4.2 Validation of theoretical predictions

Having validated the fitting and filtering algorithms, I tested the validity of the theo-
retical FRET heterogeneity predictions. Predictions were compared to heterogeneity
seen in simulations of isolated immobilized molecules (Figure 3.4). For the simplest
case where only shot noise was included, FRET heterogeneity decreases as 1/ VN for

increasing photon count NV (black line, Figure 3.4a). The heterogeneity has a parabolic
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dependence on mean FRET, Ej, reaching a maximum at Ey=0.5 and decreasing for
lower or higher FRET (black line, Figure 3.4b). If background noise is included in the
predictions, similar behaviour is observed, except that heterogeneity is significantly
increased for low photon counts (21 % for Ey = 0.5, N = 390 photons) or extreme
FRET values (27 % for Ey = 0.1, N = 2000 photons), demonstrating the importance
of incorporating background noise into predictions (red line, Figure 3.4a-b).

I tested the validity of the assumptions made in derivation of Eq. 3.19 (see The-
ory section) by performing numerical integration of Eqs. 3.12, 3.17 (green line, Fig-
ure 3.4a-b). The numerical predictions are only 6 % larger than those from Eq. 3.19
at low photon counts (Ey = 0.5, N = 390 photons), becoming negligible for large pho-
ton counts, showing that Eq. 3.19 is an acceptable approximation in most cases. For
accuracy, I compared subsequent experimental results with the numerical expression.

Simulations showed good agreement with theoretical predictions for all values of
FRET and photon counts, even outside the linear range of FRET (blue dashed line,
Figure 3.4a-b); however, the simulations showed constant ~30 % excess heterogeneity.
This arises because the PSF fitting algorithm used (OLS minimization) does not
account for shot noise in the image, but assumes constant Gaussian background noise
only [77, 88] (as discussed previously). Although the ideal solution would be to
remove this excess heterogeneity e.g., by using maximum likelihood methods, this
excess heterogeneity is not a serious issue for the analysis of experimental data. In
following chapters, to verify that experimental results agreed with the theoretical
description of the system, I simply compared observed heterogeneity to predictions
based on simulation rather than theory alone, thereby incorporating excess fitting

heterogeneity into predictions.
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3.5 Conclusions

Here, I developed the theoretical and image analysis tools necessarily to carry out
high resolution heterogeneity analysis on experimental data. Each of these tools was
validated using Monte Carlo simulations. I derived predictions for expected FRET
heterogeneity where the photon counting method applied is a maximum likelihood
estimator, for the pixellated and non-pixellated cases. FRET heterogeneity predic-
tions for photon counting via aperture photometry were also derived. An automated,
robust approach to tFRET image analysis was described, which I implemented and
validated via simulation. These results show that the effects of PSF overlap may be
largely excluded if eccentricity and nearest-neighbour thresholding are applied. Of
the photon count estimators used, OLS was found to give the most reliable perfor-
mance; however it introduces ~30 % excess heterogeneity into results due to incorrect
modelling of the background noise. Finally, I tested the FRET heterogeneity predic-
tions against simulations, and found that, once the ~30 % excess photon counting
heterogeneity is accounted for, they agree well. The implementation of photon count-
ing via maximum likelihood methods is expected to resolve the excess heterogeneity
issues discussed; I intend to implement this approach in the near future.

The predictions presented here extend previous results for the expected FRET
heterogeneity of point-based measurements [71-76] to the case of widefield-imaging
based measurements. The TIRF-FRET data analysis algorithm extends previous
work [48, 62, 66] to allow robust, automated analysis of large datasets. This will fa-
cilitate studies in samples containing significant static heterogeneity. In the following
chapter, I apply the predictions and algorithms presented here to rigorously define

the current experimental limits of TIRF-FRET resolution.



CHAPTER 4

Experimental limits of TIRF-based FRET

4.1 Introduction

In this chapter, I quantify the current experimental limits of tFRET resolution by
comparing the heterogeneity predictions derived in the previous chapter with experi-
mental results for dsDNA FRET standards. Heterogeneity predictions were compared
with simulations and experimental data, considering results for static and dynamic
heterogeneity separately (I term these analysis methods dynamic heterogeneity anal-
ysis and static heterogeneity analysis, respectively). I then characterized the current
limits of spatial and temporal resolution of tFRET. This analysis paves the way for
measurement of molecular dynamics within immobilized molecules at timescales inac-
cessible to dwell time analysis and for design of experiments involving multiple static
or molecular subpopulations.

David Yadin optimized the DNA labelling protocol, and labelled approximately
half of the dsDNA samples used in this work. Ludovic Le Reste built the TIRF-
FRET apparatus and carried out the measurement of Ry for the Cy3B-Atto647N

pair described in Section 4.3.2. All other work was carried out independently.

45



Chapter 4 Experimental limits of TIRF-based FRET 46

T1B16 e B
A

5bp

1

‘ 16bp |

T1B18 e _
. I m"m
T
ATTTAgA),-*
‘ |
17bp
T1B18GC e -
‘ I m"m
J
ggeTAgh) .-
1 |
17bp
T1B18INT

T cA’I‘AAATc
chATTTAg [ |
17bp

Figure 4.1 DNA FRET standards used for heterogeneity analysis. D, donor fluorophore;
A, acceptor fluorophore; B, biotin. T1B16, T1B17, T1B18: 15-, 16 and 17-bp donor-
acceptor separation, respectively, with an end-labelled donor, and an internally labelled ac-
ceptor. T1B18GC, 17-bp donor-acceptor separation, sequence adjacent to donor changed
to CCG, as shown. T1BI18INT, 17-bp donor-acceptor separation, internally-labelled donor,
modified sequence as shown. Full sequences included in Section 4.2.1.

4.2 Materials and methods

4.2.1 dsDNA FRET standards

The sequences and positions of labels for all dsSDNA FRET standards used in this
work (shown in Figure 4.1) are listed below. X indicates a 5-C6-Amino-dT, labelled
with ATTO647N. Y indicates a 5’-Amino-C6, labelled with Cy3B, except for FRET
standard number 5, where Y indicates a 5-C6-Amino-dT, labelled with Cy3B. Amino-
modified biotinylated top strand, and amino-modified bottom strand single-stranded
DNA was purchased from IBA (Goéttingen, Germany). Top strands were labelled
with Cy3B, bottom strands with ATTO647N, and purified using denaturing PAGE.

Strands were annealed by mixing equimolar amounts of top and bottom strand in
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annealing buffer (Tris-HC1 pH 8.0, 500 mM NaCl, 1 mM EDTA), and heating to
95 °C, followed by slow cooling to 4 °C.

1. T1B16

Top: Y-5°-TAAATCTAgTAACATAAggTAACATAACgTAAgcTcATTcgeg-3’-Biotin

Bottom:  3’-ATTTAgATCATTgTAXTccATTgTATTgcATTcgAgTAAgcge—5’
2. T1B17

Top: Y-5’-TAAATCTAAgTAACATAAggTAACATAAcgTAAgcTcATTcgeg-3’-Biotin

Bottom: 3’ -ATTTAgATTcATTgTAXTccATTgTATTgcATTcgAgTAAgcge-5"
3. T1B18

Top: Y-5’-TAAATCTAAAgTAACATAAggTAACATAAcgTAAgcTcATTcgecg-3’-Biotin

Bottom: 3’ -ATTTAgATTTcATTgTAXTccATTgTATTgcATTcgAgTAAgcge-5’
4. T1B18GC

Top: Y-5’-ccgATcTAAAgTAACATAAggTAACATAAcgTAAgcTcATTcgecg-3’-Biotin

Bottom: 3’ -ggcTAgATTTcATTgTAXTccATTgTATTgcATTcgAgTAAgcge-5’
5. TIBI1SINT

Top: 5’- gcgTTgcAYAAATCTAAAgTAACATAAggTAACATAACgTAAgcTcATTcgeg-3’-Biotin

Bottom: 3’- cgcAAcgTATTTAgGATTTcATTgTAXTccATTgTATTgcATTcgAgTAAgcge-5’

Biotinylated dsDNAs at a concentration of ~50 pM were surface-immobilized on
a polyethylene-glycol coated coverslip [116]. Silicone gaskets (Grace Bio-Labs, USA)
were used, covered with an additional glass coverslip to seal the imaging chambers
from oxygen. To minimize unwanted stochastic photophysical fluctuations of either
dye (photophysics), I used an imaging buffer containing an oxygen-scavenging sys-
tem and a triplet-state quenching agent: phosphate buffered saline (PBS) pH 7.4,
2 mM TROLOX (6-hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic acid), 1% w/v

glucose, 2 mg/ml glucose oxidase, and 80 pg/ ml catalase.
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Figure 4.2 Apparatus for tFRET. Modulated 532 nm and 635 nm lasers are combined
into an optical fibre and excite a surface-immobilized sample in TIRF mode. Fluorescence
emission is collected and imaged onto an EMCCD camera. DM, dichroic mirror; BS,
beam-splitter; OBJ, objective lens; CS, coverslip; TIR, Total Internal Reflection; MR,
mirror; EMCCD, electron-multiplying charge-coupled device.

4.2.2 smFRET data acquisition

I used a custom-built objective-type TIRF apparatus (Figure 4.2) to collect smFRET
data for fluorescently labelled dsDNA immobilized on a microscope coverslip. A green
laser (532 nm, continuous-wave solid state laser, Samba model, Cobolt, Sweden; mod-
ulated using an acousto-optical modulator from AA Optics, France) and a red laser
(635 nm, directly modulated diode laser, Cube model, Coherent, USA) operated in
ALEX mode [26, 68, 83] were combined via a dichroic mirror and coupled into an
optical fibre. The output of the fibre was focused onto the back-focal-plane of the ob-
jective lens (100x oil immersion objective, NA 1.4, Olympus, Japan), displaced from
the centre of the optical axis such that the excitation light was incident upon the cov-
erslip at an angle greater than the critical angle for total internal reflection, generating

an exponentially decaying evanescent wave with a decay constant of ~100 nm [61], in
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order to selectively excite only a small volume adjacent to the coverslip [46, 61]. All
experiments were carried out at laser powers of 2 mW (532 nm) and 1 mW (635 nm).
An integration time of either 20 ms with 50 Hz frame rate and 25 Hz alternation
rate, or of 100 ms with 10 Hz frame rate and 5 Hz alternation rate, was used, the
choice for each experiment being specified in Section 4.3. A motorized xy-scanning
stage (MS-2000, ASI Imaging, USA) was used to control the sample position relative
to the objective.

Emission fluorescence was collected by the objective lens and separated from the
excitation light using a dichroic mirror (545 nm/ 650 nm, Semrock, USA) and addi-
tional filters (545 nm LP, Chroma, USA; and 633 nm/ 25 nm notch filter, Semrock,
USA). The emission fluorescence was then focused through an aperture to make the
field of view rectangular, and spectrally separated into green and red emission chan-
nels via a dichroic mirror (630 nm DRLP, Omega, USA). The two emission channels
were focused side by side onto an EMCCD camera (Andor iXon 897, UK), with pixel

size, a, measured as 94 nm using a 10 um stage micrometer.

4.2.3 Simulations

Monte Carlo simulations of surface-immobilized fluorescent molecules included the
effects of shot noise, electron multiplying gain, digitization noise, pixellation noise
and Gaussian background noise, as discussed in the Chapter 3. For results in this
chapter, isolated immobilized molecules were simulated, neglecting complications due
to random PSF overlap. This approximation is supported by results presented in
Chapter 3 for multiple randomly distributed surface-immobilized molecules, which
showed that the filtering algorithm is effective at excluding the effects of PSF overlap.
Simulated PSFs were modelled as circular 2D Gaussian PSFs (Eq. 3.1). All simulation
parameters were chosen to match the experimentally observed mean values for each

dataset.
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4.2.4 Data analysis: Image analysis

Image analysis was carried out as described in chapter 3. Briefly, molecules were
automatically identified by convolution of an averaged image of the first 5 recorded
frames in each channel* with a Gaussian kernel, and selection of above threshold
pixels [85, 101]. Photon counts in each channel were measured by fitting molecular
PSFs with an elliptical 2D Gaussian (Eq. 3.27). Fitting was carried out by ordinary-
least-squares (OLS) minimization [111], i.e., by minimizing Eq. 3.28.

The apparent FRET, E., and the stoichiometry, S, were calculated (Egs. 2.9 and
2.10). Only molecules detected in both emission channels (indicating the presence
of a single donor and acceptor) were included in the analysis. Molecules with close
nearest-neighbours were excluded from the analysis. Data were filtered on a per-frame
basis to exclude molecules too dim, too bright, or with large eccentricity (i.e., a very

asymmetric PSF, see Eq. 3.29) to minimize errors introduced by overlapping PSFs.

4.2.5 Data analysis: Heterogeneity analysis

I separately performed two types of analysis: heterogeneity analysis on the distribu-
tions of individual molecules, which I term dynamic heterogeneity analysis, and het-
erogeneity analysis on the combined distributions of many molecules, which I term
static heterogeneity analysis. Both include intrinsic heterogeneity due to photon-
counting shot noise and background noise (determined by Eq. 3.19). In addition to
intrinsic heterogeneity, dynamic heterogeneity is sensitive to conformational changes
of individual molecules, whereas static heterogeneity is sensitive to constant differ-
ences between individual molecules; these latter heterogeneity sources are typically of

interest in terms of biomolecular function. Any additional heterogeneity must arise

*Precisely, since the experiment is performed using ALEX, 10 frames are required to record 5
frames under donor excitation and 5 frames under acceptor excitation. Additionally, the first frame
is skipped, because a quirk of the recording software means this frame is often recorded with the
camera’s shutter closed.
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from unexpected experimental noise or error, which I term excess heterogeneity. In
particular, since the dsDNA standards were expected to be static and homogeneous,
any heterogeneity larger than intrinsic heterogeneity may be identified as excess het-
erogeneity.

For dynamic heterogeneity analysis, it is important to separate the timescales
at which different sources of heterogeneity are significant. To achieve this, I calcu-
lated the standard deviation of the difference series [77], formally known as the Allan

deviation [117],
1 1/2

oap(E) = NG <(Ez'+1 - Ei)2> ; (4.1)

where i indicates the index in an n data-point time-series. This time-series metric
is standard in metrology [117, 118] and is now finding use in biophysics [119, 120]
because, unlike the standard deviation, o 4p is sensitive only to noise sources on the
timescale of the integration time for a measurement, and not to longer timescale vari-
ations. To test for the presence of longer timescale variations, the Allan variance was
recalculated after increasing the integration time post-hoc by software binning [120].
Additionally, in the presence of drifts (i.e., any time-correlated variation in mean
value) the conventional standard deviation is rather counter-intuitively dependent on
the duration of the measurement, whereas the Allan deviation is not [117]. In the
absence of drifts, the Allan deviation converges exactly to the conventional standard
deviation [117].

For static heterogeneity analysis, since it was not possible to calculate the Allan
deviation when combining data from multiple molecules, I calculated the standard
deviation from the fit of a 1D Gaussian to the combined histogram of the data.

For heterogeneity analysis of simulated data, the mean and standard deviation
was calculated directly from the raw data rather than from a fit to the data. Errors

on measurements in all cases represent the standard error on the mean.
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Figure 4.3 Heterogeneity analysis for 17-bp donor-acceptor separation dsDNA (T1B18,
Ey = 0.45). Results of dynamic heterogeneity analysis (dynamic, black circles) and
static heterogeneity analysis (static, red circles) compared to predictions from simulation
(blue dashed line) and theory (green line). Heterogeneity o < 0.04 is required for 1-
bp resolution (see text). Integration time at acquisition was 20 ms; duration of each
measurement, 20 s. Each data point combines results for all molecules observed for
> 5 frames at that integration time in a 648-molecule dataset from 18 combined FOVs.
Simulation parameters matched experimentally observed values at the original 20 ms
integration time. Simulation values for longer integration times, 7, were calculated as

Osim(T) = Osim(20ms)/20ms/T.

4.3 Results and discussion

4.3.1 Heterogeneity analysis of dsDNA FRET standards
4.3.1.1 Dynamic heterogeneity analysis

To test whether dynamic heterogeneity present on individual static molecules (with
constant donor-acceptor separation) was consistent with theory, I carried out dynamic
heterogeneity analysis for 648 dsDNA molecules labelled with donor and acceptor at
17-bp separation (T1B18 standard, Ey = 0.45, black circles, Figure 4.3). When the
integration time, and thus photon count per molecule per frame, is increased by
post-hoc software binning, dynamic heterogeneity decreases, eventually levelling off
towards oap(FE) = 0.01. Consistent with results in Figure 3.4a-b, both experimental
results and simulations (black circles and blue dashed line respectively, Figure 4.3)

showed excess heterogeneity of 30 % compared to theory (due to noise introduced
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by the OLS fitting algorithm).

For timescales below 200 ms, good agreement between experimental data and
simulation was observed (from 6 % excess heterogeneity at 20 ms up to 14 % excess
heterogeneity at 160 ms), validating the description of the major sources of het-
erogeneity affecting a static sample on short timescales. Furthermore, these results
confirm that for timescales between 20 and 200 ms, doubly labelled dsDNA indeed be-
haves as static FRET standard, with measured heterogeneity arising solely from shot
noise, background noise and the OLS algorithm, rather than dynamic fluctuations of
the dsDNA or of the fluorophores; previously a topic of some debate [71, 72, 76].

Above 200 ms, I observed significantly excess heterogeneity compared to simula-
tions (black circles deviate from blue dashed line, Figure 4.3, 27 % excess heterogene-
ity at 320 ms, increasing to 119 % excess heterogeneity at 1280 ms). I investigated the
source of this heterogeneity by analysing and manually classifying the individual fluo-
rescence trajectories of all molecules in the dataset (Figure 4.4). Of the 648 molecules,
119 contained too few frames for analysis of dynamics at the longest integration times
and were excluded from analysis. The remaining molecules appeared to be separated
into three distinct subpopulations (Figure 4.4).

The major population (Figure 4.4a, 227 molecules, 43 %), showed steady FRET,
stoichiometry and fluorescence intensities for the entire measurement, resulting in
small excess heterogeneity for all measured integration times (Figure 4.4a). A second
population (Figure 4.4b, 191 molecules, 36 %), showed step-like fluctuations in FRET
coincident with significant changes in stoichiometry and acceptor photon count upon
acceptor excitation, but without changes in total photon count under donor exci-
tation. This resulted in large excess heterogeneity for integration times > 200 ms.
A third population (Figure 4.4c, 58 molecules, 11 %), showed slow fluctuations in
FRET and total photon count under donor excitation, again resulting in large excess

heterogeneity for integration times > 200 ms. Finally, 53 molecules (10 %) could not
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Figure 4.4 Excess dynamic heterogeneity investigated by manual analysis and classi-
fication of molecular subpopulations. Example of single-molecule time-traces from 648-
molecule dataset used for heterogeneity analysis (T1B18, Figure 4.3c). 119 molecules
with too few above-threshold frames were excluded from manual analysis. Top: Appar-
ent FRET (E, red line) and stoichiometry (S, black line). Middle: D, donor excitation
donor emission (green); A, donor excitation acceptor emission (red); AA, acceptor ex-
citation acceptor emission (black); total emission during donor excitation, N, (cyan).
Bottom: Observed Allan deviation, oap (black circles); predictions from simulation (blue
dashed line). (a) 227 molecules (43 %) show stable fluorescence, FRET and stoichiometry
for the duration of the measurement. (b) 191 molecules (36 %) show step-like E fluctu-
ations with a corresponding sharp change in AA emission and without a corresponding
change in N emission, characteristic of acceptor photophysics. (c) 58 molecules (11 %)
show slow E fluctuations with corresponding slow change in total emission intensity under
donor excitation, characteristic of focal drift. 53 molecules (10 %) could not be clearly
classified into any of the three populations.
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be clearly classified into any of the three populations.

The first population is consistent with static molecules, with heterogeneity as
predicted by theory. The second population most likely arises from stochastic pho-
tophysical fluctuations in quantum yield and emission or absorption spectra of the
acceptor, resulting in a transient change in Ry for the FRET pair [76]. The first and
second populations likely reflect two snapshots of the same underlying population;
if the first population were observed for sufficient duration, I expect that stochastic
photophysical fluctuations would have been observed. These results establish that ac-
ceptor photophysics is the major limiting factor on FRET resolution at long timescales
(> 200 ms) for the FRET pair used in this study.

The most likely source of the third population, which showed slow fluctuations
in FRET and fluorescence intensity is focal drift (variation in the distance between
the coverslip and the objective lens). Although raw images do not show visually
detectable focal drift, intensity fluctuations are correlated for a significant minority
of the molecules within affected movies (e.g., ~13 of 42 molecules for the movie
presented in Figure 4.5). The fact that intensity fluctuations are not observed for all
the molecules within affected movies appears to exclude laser power fluctuations as
the source of this behaviour. For a stable measurement apparatus and acquisition
times of 20 s, the fraction of molecules affected by focal drift was relatively small
(10 %), but clearly, focal drift is a significant potential source of excess dynamic

heterogeneity for timescales >200 ms.

4.3.1.2 Static heterogeneity analysis

To investigate the static heterogeneity present within ensembles of molecules, I carried
out static heterogeneity analysis on the same dataset analysed via dynamic hetero-
geneity analysis. Static heterogeneity analysis revealed large excess heterogeneity

compared with simulations (red circles deviate from blue dashed line, Figure 4.3,
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Figure 4.5 Focal drift within a single FOV causes excess dynamic heterogeneity. (a-c).
Examples of molecules from a single FOV showing slow correlated fluctuations in total
photon count N, and excess dynamic heterogeneity, consistent with the source being focal
drift. Interestingly, not all molecules within a single FOV appear to be affected by focal
drift; an exemplar molecule shown in d, from the same FOV as the molecules shown in
a-c shows stable photon counts and FRET over the whole measurement. For the FOV
shown here, only ~ 13 out of 42 molecules within the FOV appeared to be affected by

focal drift.
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from 50 % at 20 ms to 634 % at 1280 ms). I considered four possible sources of static

heterogeneity to explain these deviations:

1. Intrinsic heterogeneity, which I use to describe the dynamic heterogeneity on

an individual molecule, which largely agreed with theoretical predictions.

2. Location-dependent heterogeneity, i.e., heterogeneity across the field of view

(FOV), e.g., due to chromatic aberration or image distortion.

3. Focal drift on combination of data from multiple fields of view, due to stage

drift and manual refocusing between acquisition of images for each FOV.

4. Inter-molecular heterogeneity, i.e., differences between individual molecules which

remained constant over the duration of the measurement.

To measure the magnitude of the different heterogeneity sources, I carried out
static heterogeneity analysis on ensembles of molecules subject to different combina-
tions of static heterogeneity (Figure 4.6). I first measured the heterogeneity on a single
individual molecule in a single position on the FOV (single position, o4, Figure 4.6a),
which should reflect only intrinsic heterogeneity. I next measured the heterogeneity on
an individual molecule moved to multiple different positions within the FOV using an
xy-scanning stage (multiple positions, o, Figure 4.6a) which should include intrinsic
heterogeneity, location-dependent heterogeneity and focal drift. I also measured the
heterogeneity for multiple different molecules in a single FOV, (multiple molecules,
oc, Figure 4.6a) which should include intrinsic heterogeneity, location-dependent het-
erogeneity and inter-molecular heterogeneity. Finally, the heterogeneity on multiple
molecules in multiple FOVs was measured (multiple FOV, op, Figure 4.6a), which

should include all four heterogeneity sources.
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Figure 4.6 Sources of static heterogeneity. (a) Sources of static heterogeneity on T1B18
dsDNA standard probed in the presence of different heterogeneity sources. Single posi-
tion, static heterogeneity on a single molecule in a single position on the FOV. Multiple
positions, single molecule moved between multiple different positions on the field of view
(FOV) using a scanning stage. Multiple molecules, multiple molecules from a single FOV
only. Multiple FOV, multiple molecules from multiple FOVs. Measurement parameters:
Integration time, 100 ms; duration of measurement, 5 s; 80 photons per ms/ molecule.
Results for multiple molecules and multiple FOV from 3 separately prepared samples,
> 400 molecules per sample, ~20 FOV per sample. Results for single position and mul-
tiple positions are from 19 molecules, each measured for 5 s in > 4 different positions
within an area of ~ 1 FOV, yielding in total 84 distinct, randomly distributed positions
across the FOV. This dataset is necessarily small, since only molecules within a small area
could be used, and all molecules retained in the analysis were excited for >20 s without
bleaching. (b) Magnitudes of static heterogeneity sources calculated using results from a.
(c) Inter-molecular heterogeneity investigated using dsDNA FRET standards shown in Fig-
ure 4.1. Measurement parameters: integration time, 100 ms; duration of measurement,
5 's; 80 photons per ms/ molecule; 3 sample repeats for each measurement; > 20 FOV

per sample; > 190 molecules per sample.
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Assuming linear addition of the variances [90], estimates for the magnitude of the

individual heterogeneity sources were obtained using the following simple model:

o4 =07 = 0.0135 + 0.0007, (4.2)

o =\/0? + 02 + 0% = 0.0238 + 0.0017, (4.3)
oo = /o + 0% + o2, = 0.0341 £ 0.0009, (4.4)

op =0 + 0% + 0% + 0, = 0.039 + 0.001. (4.5)

oa, 0B, 0c and op are the measured heterogeneities, as above, and oy, o, op and
oy are the heterogeneity sources: intrinsic heterogeneity, location-dependent hetero-
geneity, focal drift and inter-molecular heterogeneity respectively. Solving this model

yields estimates for the contribution of each heterogeneity source (Figure 4.6b):
1. Intrinsic heterogeneity, o; = 0.0135 + 0.0007
2. Location-dependent heterogeneity, o, = 0.0016 £ 0.0023;
3. Focal drift, o = 0.0195 £+ 0.0013;
4. Inter-molecular heterogeneity, o), = 0.031 £ 0.002.

Intrinsic static heterogeneity is close to predictions from simulations (o, =0.0119),
consistent with the results of dynamic heterogeneity analysis. Inter-molecular hetero-
geneity was the largest heterogeneity source, with focal drift also being significant.
Location-dependent heterogeneity was not observed, even though some image distor-
tion was visibly present.

Inter-molecular heterogeneity very likely arises due to the slowly-interconverting
photophysically distinct states of the acceptor [75, 76], or possibly from slow fluctua-
tions in donor-acceptor separation, e.g., due to DNA-fluorophore interactions [121]. I

investigated whether inter-molecular heterogeneity was specific to the DNA sequence,
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Sample Cy3B anisotropy ATTO647N anisotropy

Cy3B 0.04 N/A
T1B16 0.20 0.15
T1B18 0.22 0.16
T1B18GC 0.22 0.15
T1B18INT 0.22 0.17

Table 4.1 Ensemble fluorescence anisotropy measurements for dsDNA standards show
similar anisotropy for all samples. The control sample, free Cy3B-NHS ester, showed very
low anisotropy consistent with high rotational freedom. All dsDNA FRET standards show
increased anisotropy (consistent with slow global rotation of dsDNA), but anisotropy is
not sufficiently large to suggest restricted rotational freedom of the fluorophores on the
millisecond timescale. Anisotropy is similar for all dsDNA standards suggesting no change
in rotational freedom of the dyes between the samples. Measurements carried out in PBS
buffer. Cy3B anisotropy measurements were carried out at 540 nm excitation, 580 nm
emission. ATTO647N measurements were carried out at 635 nm excitation, 675 nm
emission.

FRET values or fluorophore local environment of the sample using 4 different dsDNA
standards (Figure 4.1). All 4 samples showed near identical dynamic heterogeneity
(Figure 4.6¢). Three of the samples (T1B18, T1B16, T1B18INT) showed similar static
heterogeneity, measured for a single FOV to exclude focal drift (c=0.034140.0009,
0.0331£0.0016, and 0.0345+0.0002, respectively). In contrast, the sample with a more
GC-rich local environment in the region of the donor (T1B18GC) showed a statisti-
cally significant reduction in noise (o = 0.027640.0003). Although the source of this
difference is unclear, all the samples showed very similar low steady-state anisotropies
(0.15 - 0.22, see Table 4.1), insufficient to indicate restricted rotational freedom on
timescales resolvable by tFRET measurements [29]. Additionally, the variation on
total photon count upon donor excitation (D) and acceptor photon count upon ac-
ceptor excitation (AA) for the different samples was small compared to the error
on the measurements, suggesting that sample-specific reduction of donor quantum
yield (quenching), or acceptor photophysics, are not responsible for the reduction in

heterogeneity.
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Photophysical fluctuations cause a much larger increase in static heterogeneity
than dynamic heterogeneity, indicating that the ensemble and single molecule aver-
ages of this process are not equivalent; this is likely an example of non-ergodicity on
the timescale of observation [122]. These results show that recent efforts to reduce
static heterogeneity via accurate FRET correction on a single-molecule basis [123]
may indeed reduce the effects of a major broadening source (focal drift); however,
this approach cannot reduce the largest broadening source, i.e., inter-molecular, po-

sition independent heterogeneity (due to photophysics).

4.3.2 Defining the limits of resolution

To quantify the current practical limits of tFRET spatial resolution I compared the
observed experimental resolution (Figure 4.3¢) with the resolution required to resolve
a one base-pair distance difference. The Forster radius, Ry, for Cy3B-A647N on
dsDNA was measured as 6.2 nm [2]. I estimated that a distance difference equivalent
to a 1-bp step (0.34 nm) corresponded to a FRET difference of AE = 0.08 in the
range of maximum FRET resolution (0.4 < E < 0.6) for this pair. Using a Rayleigh-
limit approximation [65], AE,,;, ~ 20(F), a limit on the FRET resolution required
to resolve a single base-pair step was obtained, oy5,(E) < 0.04.

For studies of dynamic heterogeneity, o15,(E) < 0.04 is observed even at an in-
tegration time of 20 ms (60 photons per ms/ molecule) (black circles, Figure 4.3c),
showing that 1-bp resolution is possible for measurements of dynamic heterogeneity
even at very short integration times and moderate photon counts.

For studies of static heterogeneity, greater excess heterogeneity places 1-bp res-
olution on the limit of the observed FRET resolution (red circles, Figure 4.3c). To
investigate whether this resolution could be achieved, I prepared a mixture of two
static dsDNA samples with a D-A separation of 15-bp (T1B16, Fy=0.53 when mea-

sured alone, Figure 4.7a, top) and 16-bp (T1B17, Ey=0.47 when measured alone,
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Figure 4.7 High resolution static heterogeneity analysis. (a) One base-pair resolu-
tion with 1000 ms time resolution. Measured FRET distributions for dsDNA with 15-bp
(T1B16) and 16-bp (T1B17) donor-acceptor separation, and for an equimolar mixture
of each (T1B16-T1B17 mix). (b) Two base-pair resolution with 80 ms time resolution.
Measured FRET distribution at increasing integration times for an equimolar mixture of
dsDNA with 15-bp and 17-bp D-A separation (T1B16-T1B18 mix). Measurement param-
eters, 1-bp data: integration time at acquisition, 100 ms; duration of measurement, 5 s;
~50 photons per ms/ molecule; > 1200 molecules; ~ 45 combined FOV. Measurement
parameters, 2-bp data: integration time at acquisition, 20 ms; duration of measurement,
20 s; 55 photons per ms/ molecule; 335 molecules; 11 combined FOV.
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Figure 4.7a, middle). Resolution was maximized by using software binning to ex-
tend integration time to 1000 ms and by sampling a large number of molecules
(1236 molecules). This revealed a main peak at E = 0.47 and a secondary peak
at £ = 0.53 (Figure 4.7a, bottom), matching the positions of the peaks for the pure
T1B17 and T1B16 samples, respectively. However the separation of the two peaks
is clearly at the limit of resolution of the measurement; I conclude that 1-bp resolu-
tion represents a ‘best case’ for static heterogeneity studies, at the limit of current
experimental capabilities.

To test the minimum distance difference which could be unambiguously resolved, I
prepared a mixture of dAsDNA standards with a two base-pair distance difference, using
dsDNAs with a separation of 15-bp (T1B16, Ey=0.53) and 17-bp (T1B18, Ey=0.45)
(Figure 4.7b). I analysed the observed FRET distributions for the presence of peaks
at these Fy values, acquiring data at 20 ms integration time, using software binning to
analyse longer integration times. At 20 ms, the two species were not resolved; however,
on increasing the integration time to 80 ms (55 photons per ms/ molecule) the two
species were clearly resolved, demonstrating clear two base pair spatial resolution
with high temporal resolution. Increasing the integration time to 160 ms and 240 ms
further increased resolution.

The resolution limits which I report should be achievable on any apparatus with
similar photon detection rates and focal stability to those reported here, using gel-

purified dsDNA standards and the Cy3B-ATTO647N FRET pair.

4.4 Conclusions

Despite the importance and popularity of tFRET, a theoretical and experimental
characterization of the limits of resolution of the technique has not been previously
reported. This is a significant omission, particularly for the ultra-high-resolution

studies required for the study of DNA processing machinery such as polymerases and



Chapter 4 Experimental limits of TIRF-based FRET 64

helicases. To address this, I derived a novel theoretical description of the maximum
signal-to-noise achievable for a tFRET measurement, and observed good agreement
between theory, simulation and experimental measurements of dynamic heterogene-
ity at short timescales (< 200 ms). Significant excess heterogeneity was observed for
dynamic heterogeneity analysis at long timescales (> 200 ms) and for static hetero-
geneity analysis over all timescales measured. In both cases, the excess heterogeneity
was identified as arising primarily from acceptor photophysics, with focal drift also
being significant. Excess static heterogeneity was also dependent on dsDNA sequence
adjacent to the donor fluorophore, which merits further investigation.

The current limits of tFRET resolution were quantified. For studies of dynamic
heterogeneity, e.g., conformational changes of individual molecules, 1-bp resolution
can be achieved for short integration times (20 ms, 60 photons per ms/ molecule).
For studies of static heterogeneity, i.e., resolution of multiple species within a single
sample, I established that 2-bp resolution is possible even at short integration times
(80 ms, 55 photons per ms/ molecule). Previous FRET measurements of distance
changes on the order of 1-bp were either based on analysis of the mean values of FRET
histograms [11, 72], or exploited the coupling of a small distance change to a larger
observable [11, 124]. This quantification of FRET resolution for direct measurements
will provide a useful reference for experimental design and analysis, and indicates
the feasibility of single base-pair translocation studies for helicases and DNA/ RNA
polymerases via tFRET, consistent with recent reports [11].

Clearly, the exact magnitudes of different excess heterogeneity sources will be
unique to the tFRET apparatus, FRET pairs and imaging buffers of an individual
lab. However, for an optimized tFRET apparatus, I expect that acceptor photophysics
and focal drift will be the limiting factors for FRET resolution. Importantly, the
methods described here can be applied to any surface-immobilization-based smFRET

apparatus (including prism-type TIRF and epifluorescence smFRET apparatus) to



Chapter 4 Experimental limits of TIRF-based FRET 65

quantify its performance, and determine its FRET-resolution limit; the magnitude of
excess heterogeneity and the dsDNA standards reported here may be used as initial
reference standards.

The major limiting factors to FRET resolution were identified as acceptor photo-
physics, emphasizing the fundamental importance of understanding and controlling
fluorophore photophysics, and designing more photostable fluorophores. Focal stabil-
ity of tFRET apparatus was also a limiting factor to FRET resolution even where focal
drift was not visibly apparent on raw images, making high focal stability an important
consideration in experimental design, particularly for measurements over extended pe-
riods (facilitated by optimized fluorophores and buffers [62, 125, 126]). Finally, FRET
resolution is also limited by the OLS fitting algorithm used for data extraction. At
present, the OLS algorithm does not achieve optimal signal-to-noise, introducing
~30 % excess heterogeneity into measurements. Recent work [88] showed that it
should be possible to improve the fitting algorithm by use of maximum-likelihood
methods rather than OLS, allowing near-optimal signal-to-noise to be achieved.

These results demonstrate a good predictive understanding of tFRET dynamic
heterogeneity at short timescales. Conformational changes in biological systems often
occur on the timescale of 1-10 ms, currently at the limit of tFRET temporal resolution
(at ~5 ms [127]). This work also paves the way for the extension of Probability
Distribution Analysis [23, 71-73, 128] and Burst Variance Analysis [23, 129] to tFRET
measurements, which should allow analysis of unresolved dynamic heterogeneity at
or just below the temporal resolution of the measurement, extending the utility of

the technique.
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Super-resolution microscopy

5.1 Introduction

In 1873, Ernst Abbe showed that the resolution of a light microscope is fundamentally
limited by diffraction [130]. For over a century, the diffraction limit, ~ 200 nm for
visible light, was regarded as unbreakable. For biological research, where the distance
scales of interest are the size of eukaryotic cells (several microns), prokaryotic cells
(one micron), and of individual proteins (several nanometres), only the largest cellu-
lar structures such as microtubule or actin filament networks may be resolved using
conventional light microscopy. Although electron microscopy can give far higher res-
olution (order of nanometres [24]), this requires fixation and harsh treatment of the
samples [24], and has poor discrimination between different cellular components [24].
By contrast, fluorescence microscopy allows non-invasive visualization of specific cel-
lular structures in live cells for extended periods [24].

However, the recent advent of “super-resolution” methods has allowed the diffrac-
tion limit to be dramatically broken; fluorescence microscopy with resolution of tens
of nanometres is now possible [13], and single-nanometre resolution images are on

the horizon [131]. In this chapter, I present an introduction to super-resolution mi-
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croscopy, and provide a review of existing super-resolution microscopy image analysis
algorithms. Table 5.1 was adapted from Ref. 18. Figure 5.1 was adapted from Ref. 132

with permission.

5.2 Principles

The recent advances in spatial resolution have been largely brought about by two ap-
proaches. The first class of methods, “patterned-illumination-based” super-resolution
microscopy [133, 134] uses a non-uniform excitation illumination to circumvent the
diffraction limit. Patterned-illumination methods may be further divided into two
main approaches.

The first patterned-illumintation method is called RESOLFT (reversible saturable
optical fluorescence transitions) microscopy [135], which uses non-uniform illumina-
tion coupled with scanning point-based detection to achieve super-resolution. Con-
ceptually, RESOLFT methods use non-uniform illumination to switch all molecules
in an envelope outside of a small, sub-diffraction-limit-sized volume into a dark state.
Therefore, only the molecules in the sub-diffraction-limit-sized emission volume re-
main fluorescently active. All the fluorescence collected must come from the sub-
diffraction-limit-sized emission volume; thus the diffraction limit is broken. The
emission volume is raster scanned throughout the sample, and a super-resolution
image is obtained.

The most common implementation of RESOLFT is Stimulated Emission Deple-
tion (STED [136]) microscopy; I discuss the principles of two-dimensional STED
here. Here, a “probe beam” is focussed to a diffraction limited spot and used to
excite molecules in the sample. A few hundred picoseconds later, a doughnut-shaped
“STED beam” focus, causes molecules in the area around the centre of the probe focus
to return to their ground state by stimulated emission, without emitting fluorescence.

Only molecules within a smaller, sub-diffraction-limit sized area emit fluorescence;
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Structured STORM/
Widefield illumination STED PALM
2y-resolution Typ. 200-250 nm 130 nm 25-80 nm 25—-40 nm
Best <10 nm ~10 nm
~-resolution Typ. 500-700 nm 250 nm 150-600 nm 60 nm-none
Best 200 nm 30 nm ~10 nm
Speed, large Typ. 1-10 im. s ! 0.1-1im.s~ ' | 0.05-0.3im.s~' | 0.001 im.s~!
field of view Best | 30-100 im. s~ ! ~10 im. s7! 1im. s ! 1im. s!
Speed, small Typ. | Similar to above | Similar to above ~1im.s7! Similar to above
field of view Best. 10-60 im. s—!
Instrument Low Medium High Low—high
complexity
Imaging Continuum Continuum Continuum Single molecule
regime

Table 5.1 Comparison of microscopy methods. Typical and best case performance is
indicated. Typ., typical; im., images. Adapted from Ref. 18, 19.

this sub-diffraction-limited spot is raster scanned through a sample, producing a
super-resolved image. The area of the fluorescently emitting region, and thus the

image resolution, is determined by the laser power of the STED beam [13],

5%A/\/]STED/[sat+1- (51)

0 is the resolution, A is the size of the diffraction-limited PSF, Is7gp is the intensity
of the STED probe beam and I, is the characteristic saturation intensity of the the
probe molecule. STED may be extended for use in 3D-super-resolution microscopy
by using a hollow-sphere-, rather than doughnut-shaped STED probe, to generate a
resolution enhancement in all three dimensions.

The typical zy-resolution of STED is ~30-80 nm [137-139], and resolution below
10 nm has been reported [140], although this latter case required specialized probes
(nano-diamond nitrogen vacancy centres) and has not yet been realized in biological
samples. STED requires probes which can undergo stimulated emission, and high
laser intensities, to achieve a sizeable resolution increase [18]. An important feature
of STED is that, with fast optical scanning of the PSF position, quite high image

acquisition speeds can be achieved, particularly for small image areas (up to 60 im-
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ages s, see Table 5.1), although the raster-scanning nature of the method means
that acquisition speed scales poorly with image area. Perhaps the greatest drawback
of STED is that its experimental complexity is high [133], primarily due to the need
for femtosecond pulsed lasers* for the STED probe beam, and very precise alignment
of the excitation optics.

The second form of patterned-illumination microscopy, structured illumination
microscopy (SIM [141]) uses (typically sinusoidally) patterned illumination to excite
the sample. The effective superposition of the excitation pattern with the sample
structure, creating Moiré¢ fringes [65] is essentially a form of interferometry, because
the high frequency underlying structure is calculated from the shorter frequency Moiré
fringes. Analysis of the fringe pattern produced for different angles of patterned
illumination, allows reconstruction of the higher frequency structure (inaccessible due
to the diffraction limit) from the low frequency fringes, allowing an improvement in
resolution by approximately a factor of two [141].

Two-dimensional SIM is intermediate in complexity between STED and con-
ventional widefield imaging, only requiring the addition of a module to implement
the structured illumination pattern to a conventional widefield imaging instrument.
Three-dimensional SIM, where the illumination is structured in all three dimensions, is
conceptually quite a simple extension to 2D-SIM; in practice, the apparatus required
becomes quite complex [142]. Hintzmann and Gustafsson [134] provide an elegant
discussion of the theoretical basis of patterned-illumination-based super-resolution
microscopy.

“Basic” SIM can be used with any fluorescent probe, but its resolution enhance-
ment is limited to approximately a factor of two (zy-resolution ~ 130 nm [18]). An
extension to the method based on saturation fluorescence emission (saturated SIM,

SSIM) allows further improvements in resolution [143], but requires very photostable

*Although it is possible to use continuous-wave lasers for STED [138], the large reduction in
power-density limits spatial resolution and requires very high laser intensity.
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probes.

The second class of methods, “localization-based” super-resolution microscopy [13,
133], breaks the diffraction limit by quite different means. If we consider a conven-
tional epifluorescence microscopy image of a two-dimensional sample, the key factor
which limits the resolution of the image is the size of the PSFs in the image. Each
individual molecule, although perhaps only a few nanometres in size, is observed in
the image plane as a PSF with a size of ~ 200 nm due to diffraction. The separa-
tion at which two PSFs overlap significantly, and thus cannot be resolved (to first
approximation), is called the Rayleigh limit, dg, and defines the resolution of the

image [144]:
0.61A
= "Na

(5.2)
A is the wavelength of light, and NA is the numerical aperture of the microscope (be-
tween 1-1.5). A fluorescently-labelled structure may contain hundreds of fluorophores
within this area, leading to Rayleigh-limited resolution.

Given a perfectly defined PSF, perfect optics, no background noise, and detectors
with infinite spatial resolution, diffraction does not actually cause loss of resolution.
No information is lost between the object and image plane, so this ideal image could
be used to perfectly reconstruct the object. Unfortunately, none of these requirements
are well satisfied; in particular, Poisson noise is inherent to fluorescence emission, so
it is not possible to obtain a noise-free image. In a limited context, however, this
hypothesis remains extremely useful; given an image of a single isolated fluorophore,
the PSF model is good enough to localize the position of the fluorophore with res-
olution much greater than the Rayleigh limit [145, 146]; sub-nanometre resolution

has been reported [131]. The theoretical aspects of super-resolution localization of

isolated fluorophores are well established [77, 88], and in the absence of background
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Super-resolution
image <_|

single-molecule localization frame by frame

TIRF-image: resolution
limited by diffraction

Figure 5.1 Localization-based super-resolution image reconstruction. Imaging without
photoswitching gives diffraction-limited imaging. Sampling of sparse subsets of molecules
via photoswitching allows localization of individual fluorophores and reconstruction of a
super-resolved image. Adapted from Ref. 132 with permission.

noise, neglecting pixellation effects, the localization accuracy, o, is given by

(5.3)

where s, is the PSF width (defined here as the standard deviation of the PSF), and
N is the number of photons detected. The details of localization algorithms are
discussed in Section 5.3; for the discussion that follows, it is sufficient to assume that
there exist estimators capable of the performance predicted by Eq. 5.3 for isolated
fluorophores, i.e. for z,, > s,, where x,, is the distance of the fluorophore to its
nearest (active) neighbour.

Super-resolution localization of isolated fluorophores has yielded many useful in-
sights in the field of particle tracking [108, 146]. However, for conventional epiflu-
orescence data the isolated fluorophore requirement is patently false; at first glance

the study of isolated fluorophores seems irrelevant to super-resolution imaging. This
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changed with the discovery of fluorophores which could be stochastically switched
between a fluorescently active and inactive state [147-149]. If a structure is labelled
with such molecules, the majority can be switched to an inactive state so that the
small fraction of active molecules are sufficiently spatially isolated for super-resolution
localization. Since switching is stochastic, repeated imaging samples different subsets
of localized molecules; combination of all localizations gives a reconstructed image
(Figure 5.1).

There are several methods for localization-based super-resolution microscopy, in-
cluding photoactivated localization microscopy (PALM [16]), fluorescence photoacti-
vation localization microscopy (FPALM [150]) and stochastic optical reconstruction
microscopy (STORM [14]). PALM and FPALM are essentially simultaneous inven-
tions of the same method, hereafter PALM, in which genetically encoded photoacti-
vatable fluorescent proteins, tagged to proteins of interest are the fluorescent labels
used to generate a super-resolved image. Initially most fluorophores are in a dark,
inactive state. A subset of fluorophores are activated with UV light, and imaged
using visible light until they irreversibly photobleach [16]. This process is repeated
until sufficient molecules have been localized to form an image. Localization-based
methods can be extended to three-dimensional imaging by measurement of z-position
either using known variation of the shape of the PSF with z-position [151, 152], or
by interferometry [153].

STORM [14] uses organic fluorophores, usually attached to a target structure via
immunolabelling [15], to achieve the same goal. STORM requires labelling of the
target molecule with two closely spaced fluorophores; an activator dye (e.g. Cy3)
and an imaging dye (e.g. Cyb). Shortly afterwards, a modified version of STORM,
called dSTORM, was invented [15], which uses the same approach as STORM but
without the need for an activator dye. The key difference between STORM and

PALM is that STORM is based on reversible, rather than irreversible photoswitching;
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each molecule can switch between the inactive and active state multiple times. For
STORM, an activator laser controls the switching rate from the inactive to active
state, and an imaging laser is used to excite fluorescence and to control the switching
rate from the active to inactive state [15]. The STORM imaging buffer components
are very important in determining the switching rates and photobleaching lifetime of
the molecules [154-157].

PALM and STORM should be considered as complementary methods. The ability
to use genetically encoded fluorophores for PALM is a significant advantage, since it
allows very high protein-labelling specificity, and is compatible with live cell imag-
ing [158]. The immunolabelling strategy usually employed for STORM makes live cell
imaging much more difficult (particularly for prokaryotes), although alternative la-
belling strategies show significant promise in this area (trimethoprim conjugates [20],
and SNAP tags [159]). However the organic fluorophores used in STORM are signif-
icantly brighter that the fluorescent proteins used for PALM, which increases maxi-
mum spatial resolution [133]. Dyes can also be used to label a wider range of targets
(such as nucleic acids or small molecules), rather than just protein, as for genetically
encoded fluorescent proteins.

PALM and STORM generate high spatial resolution images (typical xy-resolution
25-40 nm [18]), but the image acquisition rate of these methods is slow (typically
minutes) compared to other super-resolution methods. The factors which limit image
acquisition speed, together with strategies to reduce it, are discussed in Chapter 6.
The experimental apparatus required for 2D-STORM/ PALM is simple; only a reg-
ular widefield/ TIRF instrument with an EMCCD camera is required. Experimental
complexity increases for 3D-STORM/ PALM [151-153]. The computational complex-
ity of STORM/ PALM localization algorithms is high, and until recently, software
to carry out localization was not readily available; this is changing with the recent

release of publicly available software [160, 161].
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On comparison of the various super-resolution microscopies, each has its own
advantages (see Table 5.1). SIM may be applied for any fluorescent probe, is of
only moderate experimental complexity, and has quite high time resolution, but pro-
vides only a limited resolution enhancement. STED has high spatial resolution and
image acquisition speed, but is experimentally very complex and requires special-
ized fluorescent probes. STORM/ PALM has similarly high spatial resolution, and
is experimentally straightforward, but again requires specialized fluorescent probes,
and (currently) has quite low image acquisition speed. A key advantage of STORM
and PALM is that they are inherently single-molecule measurements, in contrast to
patterned-illumination methods, which assume that the sample under observation is
inherently continuous. This fact, which is only beginning to be fully exploited, means
that STORM/ PALM is not just an imaging technique, and has much broader poten-
tial applications. Initial examples are high-density single particle tracking [17] and
analysis of the spatial distribution and clustering of individual proteins in the bac-
terial cell [162]; I expect that combination with other single-molecule methods, such
as single-molecule stoichiometry determination [163] and possibly even combination

with smFRET, will prove to be very useful.

5.3 Super-resolution localization algorithms

The super-resolution localization problem is very similar to TIRF-FRET image anal-
ysis; i.e., parameter estimation from the image of a molecular PSF, the primary
difference being that the parameter of interest is position rather than photon count.
Data analysis speed is particularly important for super-resolution localization, since
real-time or near real-time imaging is desirable. The performance of the estimator in
the presence of overlapping PSFs, i.e., a high surface density of simultaneously active
molecules (hereafter imaging density), is also an important consideration since it fun-

damentally limits acquisition time and spatial resolution; this point will be discussed
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Data
Model
Position

Photon count -

Figure 5.2  Principle of super-resolution localization. (a) A small image centred around
the observed, isolated, PSF (colour-map) is fitted with a model PSF (wire mesh). (b) The
position coordinates correspond to the location of the fluorescent molecule; the uncertainty
on the position is much less than the width of the PSF, and is determined by the noise in
the image.

in detail in Chapter 6.

As with TIRF-FRET analysis, a very effective parameter estimation method,
shown in Figure 5.2, is to fit the data with a 2D Gaussian (Eq. 3.27) via ordinary
least-squares minimization (OLS, [14, 16, 67]). This has the advantage that overlap-
ping PSFs may be excluded from fitting using the methods discussed in Chapter 3,
i.e. filtering based on eccentricity (shape-based filtering) or PSF width (size-based
filtering). This substantially reduces localization error due to overlapping PSFs (see
Chapter 6).

Although OLS is unbiased and quite accurate, it is not a minimum variance esti-
mator; instead it introduces ~ 30 % excess localization error into the results [77, 88].
This is because OLS assumes uniform noise across an image, whereas in fact the noise
varies significantly because fluorescence emission obeys Poisson statistics. A promis-
ing alternative to this approach is fitting via maximum likelihood estimation (MLE),
which has been shown to achieve minimum variance performance [88, 161, 164] by ex-
plicitly incorporating an accurate noise model into the fit. A disadvantage of OLS or
MLE methods is that their computational complexity makes real-time analysis non-
trivial, although several real-time implementations have been reported [67, 161, 164],

some of which use parallel-processing schemes to achieve this goal [161, 164].
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Two alternative methods have been proposed, which have poorer localization ac-
curacy but are much faster. The centre of mass estimator [81, 160] calculates the
centre of mass of a small sub-image centred around the PSF. This method is suffi-
ciently fast to allow real-time analysis, but gives poor performance in the presence of
background noise [88]. The fluoroBancroft estimator [165, 166] is an algebraic algo-
rithm adapted from position estimation for Global Positioning System (GPS) devices,
which is reported to achieve performance almost as good as OLS, but with signifi-
cantly increased speed (~ 10-100x faster [166]). Currently, neither the centre of mass
or fluoroBancroft algorithms permit shape/size-based filtering to exclude overlapping
PSFs; therefore 1 expect their localization accuracy at high imaging density to be
poor.

Another super-resolution imaging approach, super-resolution optical fluctuation
imaging (SOFT [167, 168]) uses a correlation-based, rather than localization-based,
approach. Essentially, the autocorrelation function of the fluctuations around the
mean value for each individual pixel is calculated across multiple frames. Large
fluctuations due to the presence of a photoswitching molecule give high correlation,
and small fluctuations in the absence of photoswitching give low correlation. A simple
(but lower-resolution) approximation of the method is to calculate the variance over
all frames of the image. Sub-pixel resolution may be achieved by calculating the
cross-correlation function between adjacent pixels [168].

It can be shown [167] that SOFI produces sub-diffraction-limit resolution enhance-
ment; the precise degree of resolution enhancement is not a straightforward function
of photon count or laser intensity, but instead depends on the maximum usable cu-
mulant order n of the correlation function, as y/n. The cumulant order is effectively
the time-lag of the correlation function, i.e., the number of frames used to calculate
the correlation function; the maximum useful value of n depends on the length of the

data series, the noise in the image, the magnitude of brightness fluctuations, and the
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temporally averaged brightness differences across the image [167]. Further work is
required to precisely define the SOFI resolution enhancement in terms of these key
image parameters. Since the approach does not require isolated PSFs, it is likely that
it performs quite well at high imaging density. The disadvantage of SOFTI is that the
sample is assumed to be entirely immobile during the image acquisition process; this
will make study of live cell dynamics [20] difficult, particularly for applications which

combine super-resolution imaging with single particle tracking [17].



CHAPTER 6

High-density super-resolution localization

6.1 Introduction

Optical microscopy is currently undergoing dramatic changes due to localization-
based super-resolution microscopies such as STORM [14] and PALM [16], which
use stochastic photoswitching to resolve closely spaced fluorophores and reconstruct
“super-resolved” images with sub-diffraction limit resolution. Although these meth-
ods have the potential to significantly impact cell biology, they are currently limited by
the requirement for their biological specimen to have a density of active fluorophores

2. A major cause of this

(hereafter “imaging density”) lower than 1 molecule/ pum
limitation is that current super-resolution localization algorithms extract the posi-
tion of fluorescent molecules by fitting images using only a single model point spread
function (PSF; the diffraction-limited far-field image of an individual fluorophore).
This limits the maximum achievable spatial resolution (see Section 6.2) and leads to
long image-acquisition times (typically seconds to minutes [19, 20]), thwarting studies
of dynamics in living cells.

By adapting techniques originally developed by astronomers to analyse images

of crowded stellar fields (DAOPHOT 1II [89, 169]), I developed DAOSTORM, an

78
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algorithm for analysis of high imaging density super-resolution data (up to 10 mol-
ecules/ um?). The DAOPHOT II algorithm [169] (applied only once previously to
single-molecule fluorescence data [21]) identifies molecular PSFs (hereafter “molecules”)
which overlap significantly, and simultaneously fits overlapping molecules with mul-
tiple model PSFs, instead of just one. This advance allows successful analysis of high
imaging density data. DAOSTORM (described in Section 6.3.3) adapts DAOPHOT
IT for super-resolution imaging by increasing its automation and robustness.

DAOSTORM was compared to two common localization algorithms. “Sparse
Algorithm 17 (SA1) [14] fits candidate molecules with a single elliptical Gaussian
PSF of variable size and ellipticity. Localizations arising from multiple overlapping
molecules are rejected if the fitted PSF appears too elliptical (“shape-based filtering”),
or if the observed PSF width is too large or small (“size-based filtering”). “Sparse
Algorithm 2”7 (SA2) [67] fits candidate molecules with a single Gaussian PSF of fixed
shape and size, without shape/ size-based filtering.

In this chapter, I first provide brief theoretical description of some of the limiting
factors for spatial resolution and acquisition time. I then describe the DAOSTORM
algorithm, together with existing approaches. I describe simulations and experi-
ments to quantify the relative performance of each of the algorithms, demonstrating
that DAOSTORM shows significant advantages compared with existing algorithms.
Finally, I discuss some considerations regarding performance of the DAOSTORM
algorithm in the context of recent literature.

Super-resolution imaging of fluorescently-labelled microtubules was performed to-
gether with Stephan Uphoft; all other work was carried out independently. The work

presented in this chapter has recently been published as Ref. 170.
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6.2 Theory

6.2.1 Factors determining spatial resolution

The primary consideration for accurate localization of a single, isolated fluorophore is
the SNR of the measurement [88]. However, if super-resolution methods are applied
to the imaging of extended structures, rather than isolated points, a key consideration
is the size of the image sampling interval, i.e., the density of fluorescent labels on the
structure [158, 171]. The Nyquist-Shannon sampling theorem states that the spatial
resolution, Az, is twice the image sampling interval [171]. Assuming uniform

two-dimensional labelling density, p;, and high SNR, then:

NG

The average imaging density, p;, and labelling density are related by:

pi = pu/T, (6.2)

where r is the rate-ratio,

T = Toff/Ton, (6.3)

The rate-ratio [172] describes the ratio of fluorophores in the dark, inactive, state to
those in the active state, and is determined by the mean lifetimes of the inactive and
active states, 7,7 and 7,,, respectively.

Therefore, assuming that the labelling density may be chosen arbitrarily (i.e., that
it is not limited by factors such as the size of the labels, which may become important
at very high p; [173]), the spatial resolution is determined by the rate-ratio and the

imaging density,
2

NG
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This result shows that there are two main ways to increase the maximum spatial
resolution: either the rate-ratio or the imaging density should be increased. Since
maximum off-on ratio is currently limited to about 100-1000 by experimental factors
such as fluorophore and imaging buffer properties [172], I conclude that a high max-
imum imaging density, largely determined by localization algorithm performance, is

a significant factor for maximum spatial resolution.

6.2.2 Factors determining acquisition time

Assuming that the time required for collecting photons is not a limiting factor (i.e.,
in the limit of high photon counts), the time required to acquire a super-resolved
image may be estimated by considering an ensemble of molecules, all initially in their

dark state, which can switch reversibly to the bright state at rate T}lf The rate

o

of transition from the bright state to the dark state is 7,,!. The probability that a

n
molecule has switched on at least once, irrespective of further switching on or off,

P,,, is determined by:

dP,
TR Torp(1 = Pon). (6.5)

Integrating and using the boundary conditions P,,(t = 0) = 0, and P,,(t — 00) — 1,
yields

Pon =1- exp (—t/Toff). (66)

This allows us to predict the average acquisition time, t,,, required to image a given

fraction, «, of the molecules present in a sample:

taq = Toff ln{(l — Oé)il}. (67)

However, this result is not very instructive since it simply suggests that we should
choose 7,¢s = 0 for fast imaging, i.e., that non-photoswitching molecules should be

used! To formulate this result more usefully, I use Eqgs. 6.2, 6.3 to obtain 7,5y =
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Tonp1/ pi- This yields:

— TonPt n —a) . .
ta = ~2 2 I {(1— )7} (68)

Therefore, acquisition time is minimized by decreasing 7,, (faster photoswitching),
decreasing either « or p; (reduced labelling density), or by increasing p; (higher imag-
ing density).

I conclude that the maximum useable imaging density of given super-resolution
localization algorithm is a crucial factor for both acquisition time and maximum

spatial resolution.

6.3 Materials and Methods

6.3.1 STORM imaging of COS-7 microtubules

COS-7 cells were plated onto LabTek 8-well chambered cover-glass (Nunc) and grown
for 12 hours. Cells were fixed with a solution of 4 % paraformaldehyde and 250 mM
HEPES-NaOH pH 7.8 for 15 min, washed three times and stored in PBS at 4°C.
Cells were incubated with mouse monoclonal anti-beta-tubulin (Sigma T9026) for
30 min, followed by washing three times with PBS. Secondary antibody (goat anti-
mouse F(ab’)2 fragment labelled with Alexa647, Invitrogen A-21237) was incubated
for 30 min, and washed three times with PBS. Before imaging, the PBS storage solu-
tion was replaced by imaging buffer containing PBS, 50 mM S-mercaptoethylamine
(MEA), 10 % w/ v glucose, 1 mg/ ml glucose oxidase, and 40 pg/ ml catalase
(dSTORM imaging conditions [15]). The sample chamber was sealed from air with a
microscope cover-slide after addition of the imaging buffer.

Total internal reflection fluorescence (TIRF) imaging of the sample was performed
using apparatus described in Chapter 4. Briefly, the sample was continuously illumi-
nated with a green laser (532 nm) at 100 pW and a red laser (635 nm) at 4 mW. The

green and red laser beams were coupled into the same single-mode optical fibre. At



Chapter 6 High-density super-resolution localization 83

the fibre output, the laser beams were collimated, directed into an inverted microscope
(IX71, Olympus) and focused (100x oil-immersion objective, NA 1.4, Olympus) onto
the sample at an angle allowing for total internal reflection. The fluorescence emis-
sion was collected by the same objective, separated from excitation light by a dichroic
mirror (545 nm/ 650 nm, Semrock) and additional filters (545 nm LP, Chroma; and
633 nm/ 25 nm notch filter, Semrock, 630 nm DRLP; Omega). Fluorescence emis-
sion was imaged using an EMCCD camera (iXon DU-897, Andor). The pixel size
was measured as 94 nm using a 10 pum stage micrometer. The 1-sigma PSF width for
Alexa647 measured as ~ 165 nm. A series of 2000 frames was recorded at an inte-
gration time of 100 ms. A mean photon count of 4000 photons per molecule/ frame

was observed.

6.3.2 Sparse super-resolution localization algorithms

4

Detection of candidate molecular point spread functions (PSFs) in the data, “peak-
finding”, was carried out as described below, followed by use of one of the sparse

localization algorithms to generate super-resolved localizations.

6.3.2.1 Peak-finding

For a fair comparison of the algorithms, I used the same peak-finding algorithm to
calculate initial localizations for each algorithm. I used the “DAOFIND” routine
from DAOPHOT II [89, 169], which is mathematically closely related to Thompson’s
Gaussian Mask Estimator (GME) [77, 88|, but is calculated with only single-pixel,
rather than sub-pixel resolution.

DAOFIND proceeds by convolution of a truncated circular symmetric Gaussian
kernel with the input image [89]. Given a user-specified estimate of the background
noise standard deviation b (photons/ pixel), local maxima in the convolved image

are identified at a threshold of nb above the local background, where n is a user
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set parameter. For the high signal-to-noise ratio (SNR) simulations (5000 pho-
tons per molecule/ frame in the PSF core*, b=3.2 photons/ pixel, SNR = 50) and ex-
perimental data (4000 detected photons per molecule/ frame, b ~ 6.5 photons/ pixel,
SNR ~ 40), a threshold of n = 15 was chosen. For the low SNR data (200 pho-
tons per molecule/ frame in the PSF core, b=3.2 photons/ pixel, SNR = 8), a thresh-
old of n = 4 was chosen.

I observed that thresholds below n = 4 led to a large number of false localizations.
For the experimental data, a value of b = 6.5 photons/ pixel was used (approximately
matching the experimentally observed background noise level). For simulations a

value of b = 3.2 photons/ pixel was used.

6.3.2.2 Sparse algorithm 1

Sparse Algorithm 1 (SA1) is based upon the approach described by Rust et al. [14].
Small sub-images were formed by choosing a 7x7 pixel window centred on the initial
localization position. The data were then fitted with an elliptical Gaussian model [14]

(as in Chapter 3, repeated here for clarity),

N 2 2
N;;j = exp (3: + y) + B. (6.9)

2 2
218,85y 2s;  2s;

N;;j and N indicate the expected photon count for a single pixel and for the entire
PSF, respectively; and B is the expected background level. 3’ and z’ are the pixel
coordinates in the coordinate system aligned to the major axis, y' = (i — x¢)sind +
(j — yo)cosf, and minor axis, ' = (i — xg)cosd — (j — yo)sind, of observed elliptical
PSF. (z¢,yo) is the expected position of the molecule, (i, j) are the pixel coordinates

and 6 is the angle between the (i,7) and (2',y’) coordinate systems. s, and s, are

*The PSF core is defined as the region where the photon count estimated from the best-fitting
Gaussian model PSF is non-negligible, as opposed to the full photon count for a freely-rotating
dipole model PSF, which contains ~ 65 % more photons in an extended, low-amplitude tail; see
Section 6.3.5 and Ref. 88.
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the PSF widths along each elliptical axis.

Fitting was carried out via ordinary least-squares minimization as previously de-
scribed [80], with all fit parameters left free to vary. Data arising from multiple
overlapping molecules were excluded using shape/ size-based filtering [14, 80, 174].

Data were filtered based on the fitted PSF width, and on the eccentricity

e=,1-2, (6.10)

For simulations (see Section 6.3.5), where the best fitted Gaussian PSF gave s, ~
s,=1.33 pixels, all molecules with min(s,, s,) < 1.0 pixels, max(s,, s,) > 1.7 pixels or
e > 0.6 were excluded from analysis. For experimental results, where s, ~ s, ~ 1.75
was observed, all molecules with min(s,, s,) < 1.0 pixels, max(s,, s,) > 2.5 pixels, or
e > 0.6 were excluded from analysis.

Molecules whose final localization position differed from the initial position es-
timate by greater than 1.5 pixels were rejected, in order to minimize the effects of

bright molecules on fitting of adjacent dimmer molecules.

6.3.2.3 Sparse algorithm 2

Sparse Algorithm 2 (SA2) is based upon the approach described by Wolter et al. [67].
The same method as for SA1 was used, except that s,, s, and 0 were set as fixed
parameters in the fit, chosen based on the best-fitting model PSF obtained using SA1
on isolated molecules. For simulations, s, and s, were set to 1.33 pixels, and for
experimental results, s, and s, were set to 1.75 pixels.

Shape/ size-based filtering was not performed for SA2, instead only molecules
whose final position was greater than 1.5 pixels distant from the initial localization
were excluded. Unlike SA1, SA2 does not allow filtering of overlapping molecules; if

multiple molecules are fitted with a single model PSF by SA2, the observed localiza-
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tion will be the averaged position of all the molecules.

6.3.3 Super-resolution localization using DAOSTORM

The DAOSTORM algorithm adapts the DAOPHOT II algorithm (which has pre-
viously been described in detail [89, 169]) to make it suitable for super-resolution
localization. I discuss the theoretical principles behind the DAOPHOT II algorithm,

followed by a description of how the model PSF is calculated, and a description of

the DAOSTORM algorithm.

6.3.3.1 Principles behind the DAOPHOT Il algorithm

The theoretically optimal method of localizing multiple molecules in a high density
image is global minimization of a fit of all model PSFs to the whole image. However,
for M molecules, the run time of this process scales as order of M3 [89], which
would lead to very slow fitting even for relatively small M. However, for the case of
stochastic photoswitching, it is exceedingly unlikely that all molecules in an image
overlap to such a degree that this approach is required. Instead, molecules may
be split up into v (approximately) statistically independent non-overlapping groups,
each containing several overlapping molecules. These groups may then be fitted
independently of each other. The number of groups, v, is approximately M /n, where
n is the mean number of overlapping molecules per group. It can be shown [89]
that the run time of this algorithm scales as order of M?/v? which approximates
to Mn? This approach, adopted by DAOPHOT II, is far more computationally
efficient than full global minimization, with little loss of precision. Molecules are split
up into independent groups based on the spatial separation at which the brightness
contribution of a molecule is less than the observed background noise [89].

Some considerations regarding the DAOSTORM minimization algorithm in the

context of recent literature are discussed in Section 6.4.1.
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6.3.3.2 Estimation of a model PSF

Before fitting, a model PSF is required; DAOPHOT II estimates an empirical model
PSF directly from isolated molecules within the data [89]. A model PSF with fixed
shape and size is used, which simplifies the fitting problem, since the only free pa-
rameters are the PSF positions and amplitudes (the local background is estimated
directly [89]).

For the original application of DAOPHQOT 11, i.e., measurement of absolute photon
counts in astronomy, it was recommended that isolated PSFs should be manually
identified for each frame of the data. This is clearly an impractical undertaking for
the thousands of frames that comprise even a single super-resolution data series. It
was found that for accurate estimation of position, an automatically-derived model
PSF from a single frame of an experimental dataset could be used for all frames of
a data series, even in the presence of small amounts of focal drift (a few hundred
nanometres) without significant increase in the localization error. Additionally, it
was found that the same model PSF could be used for different datasets from the
same instrument, again without significant increase in the localization error.

I therefore chose the following approach: a model PSF is automatically generated
from low or moderate imaging density data using the DAOSTORM “generatePSF” al-
gorithm. Briefly, this algorithm proceeds by identifying a number of bright molecules
within a single image, which are then used to generate an initial model PSF. Local-
ization of the molecules in the image using the methods described below is carried
out. All identified molecules are then subtracted from the image except the selected
bright molecules, leaving an image containing only the molecules intended for PSF
generation. These molecules are then used to generate a more accurate model PSF.
This algorithm is iterated four times to produce an accurate model PSF, even in
the presence of significant molecular overlap. For all in-focus measurements on the

same instrument (with the same filter set, excitation/ emission wavelengths, and flu-
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orophores), this model PSF is used. Should it be necessary to generate a model PSF
for an individual data series, this is straightforward even for high imaging density

data.

6.3.3.3 The DAOSTORM algorithm

Once a model PSF has been generated, the DAOSTORM algorithm may be applied
to the data. A schematic diagram of the DAOSTORM algorithm is shown in Fig-
ure 6.1. For a single frame of a data series, after obtaining a set of initial localizations
(Figure 6.1, step 1), the DAOPHOT II “ALLSTAR?” routine is used to automatically
group overlapping molecules, and to fit each group with multiple model PSFs simulta-
neously (Figure 6.1, step 2). After several iterations, ALLSTAR checks whether PSFs
have migrated to form new groups. ALLSTAR also checks whether two localizations
have converged below a minimum critical separation, 0.4 times the PSF full-width
at half-maximum (FWHM). If this is the case, the number of model PSFs in the
group is reduced by one to prevent the fitting of multiple low-amplitude PSFs to the
same position. The fitting error is also periodically checked: if the fitting error for a
particular molecule is very large (a symptom of spurious molecules in the fit), that
molecule is deleted [172]; for example, in Figure 6.1, step 2, note the deletion of the
dim molecule in group A, adjacent to a much brighter molecule. At this stage of the
algorithm, the characteristic averaging of the positions of overlapping PSFs may still
be observed (Figure 6.1, step 2, groups A and B).

After the initial round of fitting, a residuals image is calculated (Figure 6.1, step 3)
containing PSFs which were not identified during the initial localization step, together
with a list of localizations from the first ALLSTAR iteration. Peak-finding is carried
out on the residuals image and the list of newly identified molecules is added to the
list of localizations from the first iteration.

ALLSTAR is re-run on the original image using the updated list of localizations
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DAOSTORM schematic

1. Local maxima in the image are identified
as candidate molecules.

2. Multiple PSFs are fit to the image to
produce initial localizations.

3. The residuals image is inspected for
molecules left out of the inital fit. The
positions of these molecules are added to
the list of localizations from step 2.

4. Multiple PSFs are fit to the original image,
using updated list of candidate molecules
from step 3. This yields a more accurate fit
compared to results in step 2.

5. Steps 3-4 are repeated 4 times to
maximise the recall (fraction of detected
molecules). The final data show high recall
and localization precision.

Figure 6.1 Schematic illustration of the DAOSTORM algorithm. For a detailed de-
scription of algorithm, see Supplementary Methods. Circled areas A-B identify regions
showing typical behaviour of DAOSTORM in the presence of overlapping molecules.
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(Figure 6.1, step 3). The addition of the extra molecules identified from the resid-
uals image allows accurate fitting of multiple overlapping PSFs (Figure 6.1, step 2,
groups A and B). This process may be repeated until no above-threshold molecules
are found in the residuals image; 4 iterations of this routine were found to be suffi-
cient to produce accurate results at acceptable speed (100 localizations per second on
a single 2.4 GHz CPU). DAOSTORM automates all steps in the above process (which
would otherwise have to be manually performed with DAOPHOT II), and performs
it for all frames of a data series.

DAOSTORM is written in Python, using the pyRAF [175] interface to the as-
tronomy software package IRAF [176], which contains DAOPHOT II. IRAF and
DAOPHOT II are largely written in FORTRAN.

6.3.4 Super-resolution data visualization

Data were visualized by producing a two-dimensional histogram of all localizations at
five times the resolution of the original image, giving a pixel size of 19 nm. For display
purposes, all images were separately normalized, and the image contrast adjusted such
that the brightest and dimmest 1 % of all pixels were saturated. The line plots in
Figures 6.2, 6.5 and the histogram in Figure 6.4 show 1D histograms of localizations

along an interpolated rectangle of width of 2 pixels (38 nm). Data visualization was

carried out using MATLAB (Mathworks, USA) and ImageJ (NIH, USA).

6.3.5 Simulations

Monte Carlo simulations were carried out for multiple randomly distributed surface-
immobilized molecules with uniform mean intensity. Simulations were essentially
identical to those described previously [80], except that I updated the fluorophore
model PSF in light of recent work [88]. Instead of a Gaussian model PSF, the theo-

retical PSF of a freely rotating surface immobilized dipole under circularly polarized
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TIRF illumination was used. The fluorophores were modelled as emitting photons
with wavelength 668 nm, corresponding to the emission maximum of Alexa647. Sim-
ulations included photon shot-noise, electron-multiplying gain noise and a general
Gaussian background noise term, b, chosen as 3.2 photons/ pixel. The gain U (digital
units per photon) was chosen to match the value for the camera, U = 3.1. Simulations
were carried out over the area of a 256x256 pixel grid, with a pixel size of 94 nm.
For these parameters, the freely rotating dipole PSF was well fitted by a 2D Gaussian
PSF with s, = s, = 1.33 pixels.

It was shown in Ref. 88 that for the model PSF used, only ~ 60 % of the photons
are contained in the PSF core, defined here as the region where the photon count es-
timated from a best-fitting Gaussian model PSF is non-negligible, as opposed to the
full photon count from the freely-rotating dipole model PSF. The additional photons
are contained in an extended, low-amplitude, power-law tail [88]. The experimen-
tal photon count per molecule per frame, N, is estimated via a Gaussian fit to the
PSF. Therefore, to carry out simulations of similar data, a model PSF with a total
photon count of N/0.6 should be used. For high SNR simulations with 5000 pho-
tons per molecule/ frame in the PSF core, a total photon count of 8333 was used.
For low SNR simulations with 200 photons per molecule/ frame in the PSF core, a
total photon count of 333 was used.

Super-resolution localization algorithms SA1, SA2, and DAOSTORM were ap-
plied to the simulated data, yielding sets of observed localizations and simulated
molecule positions for each simulated image. I analysed the relationship between the
sets of observed and simulated molecules based on the approach of Wolter et al. [67].
For each observed localization, the nearest simulated molecule within a radius of 3
PSF widths was searched for. If a simulated molecule was found within this radius,
the observed localization was counted as valid, otherwise it was counted as a false

positive. This process was repeated for all observed molecules in an image.
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The recall, precision, localization error, and redundancy were calculated. The re-
call [67] is defined as the number of simulated molecules successfully detected divided
by the total number of simulated molecules, i.e., the fraction of molecules successfully
identified. The precision [67] is the number of valid localizations divided by the to-
tal number of observed molecules, i.e., the fraction of observations which were valid.
The localization error is the root mean square distance between valid localizations
and the actual position of the simulated molecules. I introduced a new metric, redun-
dancy, defined as the number of “excess” localizations (i.e., where the same simulated
molecule is detected multiple times) divided by the number of simulated molecules
successfully detected.

For simplicity, the detection threshold was set sufficiently high such that the pre-
cision was always close to 100 %, even though this led to a reduction in the maximum
recall for simulations at low SNR. The only exception to this is for low SNR simula-
tions with SA2; at very low imaging density (< 10 molecules/ um?), SA2 precision is
reduced to 80-90 %. For all simulations, the redundancy was uniformly close to 0 %
for SA1 and DAOSTORM, while SA2 showed redundancy of up to 17 % at low SNR,
and up to 8 % at high SNR for densities greater than 1 molecule/ pm?.

Simulations were repeated 10 times at each imaging density and analysed sepa-
rately to generate error estimates; error bars and the £ sign indicate one standard

deviation.

6.3.6 Note on the DAOSTORM software

The DAOSTORM software will be made available to the community on publication
of the associated manuscript [170]. DAOSTORM has been tested on Ubuntu Linux
10.04 (for 32- and 64-bit versions of the operating system), and should run on any
UNIX-based operating system.

I note that the current speed of DAOSTORM (100 localizations per second on a
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Figure 6.2 Comparison of DAOSTORM to existing super-resolution localization algo-
rithms. (a-c) Visual comparison of algorithms on a single dSSTORM image. Each algorithm
was applied to a single image of fixed COS-7 cells with Alexab647-stained microtubules
under dSTORM photoswitching conditions. Crosses represent localizations for each al-
gorithm. (d) Simulations of randomly distributed surface-immobilized molecules quantify
localization performance. The density of surface-immobilized molecules (imaging density)
was varied and the recall (the fraction of simulated molecules detected correctly) and local-
ization error were calculated. Error bars indicate 1 s. d. (e-g) Super-resolution reconstruc-
tion of 2000-frame series recorded in a separate region of the sample of Alexab647-stained
microtubules in a-c. The fluorescence average is also provided (Figure 6.3). (h) Line plot
of region indicated by dashed line in a-c. Scale bars, 1 um.

single 2.4 GHz CPU, see Section 6.3.3) prohibits real-time analysis during acquisition.
Although future development of DAOSTORM may resolve this issue (e.g., using a
parallelized GPU-processing-based approach [161]), I currently suggest the following
analysis protocol for high imaging density data: an initial real-time analysis should be
performed alongside data acquisition using a less accurate but faster algorithm [160,
161], followed by post-acquisition analysis using DAOSTORM to maximize recall and

localization performance.

6.4 Results and discussion

I first investigated the qualitative performance of each algorithm on single images

of Alexa647-labelled microtubules in fixed COS-7 cells (Figure 6.2a-c). Data were
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Figure 6.3 Low SNR (“PALM-like") simulations of randomly distributed surface-
immobilized molecules quantify performance of each algorithm. The density of surface-
immobilized molecules (imaging density) was varied, and the recall (the fraction of sim-
ulated molecules correctly detected) and localization error were measured. SA1 does
not work at low SNR because the shape/ size-based filtering metrics fail in this regime
(i.e., nearly all observed PSFs are erroneously rejected). DAOSTORM gives a 2x per-
formance increase in half-maximum recall density, pgas, (at 33 % recall) compared with
SA2, whilst retaining small localization error. 200 photons per molecule/ frame in PSF
core; background noise, 3.2 photons per pixel/ frame.

recorded at high imaging density in total internal reflection fluorescence (TIRF) mode
under dASTORM photoswitching conditions [15] (100 ms integration time per frame,
mean photon detection rate, 4000 photons per fluorophore per frame). A plot of
identified localizations on the raw image (crosses in Figure 6.2a-c) demonstrates the
characteristic performance of each algorithm. SA1 identified only isolated molecules
in the image, which were fitted with small localization error. SA2 identified a much
larger fraction of the molecules, but showed large localization error in the presence
of overlapping molecules. DAOSTORM outperformed both sparse algorithms by
successfully identifying almost all visible molecules with small localization error, even
in the presence of significant molecular overlap.

The performance of each algorithm was quantified by applying them to simulations

of randomly distributed surface-immobilized fluorophores [80] using the theoretical
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Figure 6.4 Fluorescence average of raw images for data shown in Figure le-h. (a)
Averaged image of dSTORM movie. (b) 1D histogram of region in a indicated by dashed
line. Scale bar, 1 um

PSF of a freely rotating surface-immobilized dipole [88]. Simulations of high signal-
to-noise ratio (SNR) data typical of STORM images (bright organic fluorophores,
5000 photons per molecule per frame in the PSF core) showed that DAOSTORM
significantly outperformed the sparse algorithms (Figure 6.2d). SA1 showed a rapid
decrease in recall (defined in Section 6.3.5) with increasing imaging density, with an
imaging density at half-maximum recall, pgs of 1.2 molecules/ pm?. However, SA1
showed small localization errors even at high imaging density, since most overlapping
molecules were excluded from analysis. SA2 showed a slower decrease in recall with
increasing density (pgar = 3.4 molecules/ um?) but gave large localization errors even
at low imaging density (> 0.1 molecules/ um?). In contrast, DAOSTORM showed
high recall even at very high imaging density, and gave small localization errors similar
to the other “precise” algorithm SA1; crucially, its pgas of 7.5 molecules/ pm? was 6-
fold higher than SA1. DAOSTORM also gave a 2-fold increase in pgj, for simulations
at low SNR values typical of PALM images (fluorescent proteins, 200 photons per
molecule per frame in the PSF core; Figure 6.4).

[ also examined the precision [67] and redundancy performance for the simulations,
but these did not vary significantly between the algorithms (see Section 6.3.5).

Next, 2000 dSTORM images of the microtubule network described above were

recorded, and each algorithm was applied to obtain super-resolved images (Fig-
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Figure 6.5 Line plots at a range of positions for data shown in Figure le-h. Blue line:

results for SA1. Magenta line:

results for SA2. Green Line:

results for DAOSTORM.

DAOSTORM shows improved recall (with DAOSTORM, microtubules have larger ampli-
tude and new features are detected in the image) and reduced localization errors (with

DAOSTORM, FWHM of microtubules is smaller and image is less noisy).

1 pm.

Scale bars,
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ure 6.2e-g). SA1 showed low recall, producing poorly sampled STORM images, while
SA2 achieved higher recall, but with large localization error, leading to a poorly-
defined, noisy images. DAOSTORM showed the highest recall and smallest localiza-
tion error, producing well-defined, low-noise images of the microtubule network. A
line-plot across three parallel microtubules demonstrates the performance difference
among the algorithms (Figure 6.2h): DAOSTORM resolved all three microtubules,
SA2 detected two and SA1 detected only one. A series of 9 line-plots across the
images (Figure 6.5) further illustrates the relative performance of the algorithms.
These results clearly demonstrate the ability of DAOSTORM to provide a more
quantitative report on the spatial distribution of fluorescent molecules, to increase the
quality of super-resolved images of biological samples, and to maintain performance

at high imaging density.

6.4.1 Considerations regarding the fitting algorithm

Recently, Mortensen et al. [88] carried out a detailed investigation into methods for
localizing isolated fluorophores in the presence of uniform background noise. For
freely rotating fluorophores, maximum likelihood estimation (MLE) using a Gaussian
PSF was found to be superior to Gaussian Mask estimator (GME) methods [77, 88],
which gave 30 % excess localization error compared to MLE.

SA1 and SA2 represent variations on the GME, and were expected to give GME
localization errors. DAOPHOT II uses a modified form of MLE (although Ref. [89]
calls it least-squares fitting, inspection of the DAOPHOT II source code confirms
that MLE is used). As with standard MLE, least-squares fitting is carried out, with
each pixel weighted with the expected photon count from the fitting model. How-
ever, several further ad-hoc weighting components are also included [89], including
a radial weighting term based on the distance of each pixel from the PSF centroids,

and a term which reduces the weight of individual outlier pixels. These weighting
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components have been shown previously to be crucial in giving robust and rapid fits
in high-density images, and in the presence of outliers [89]. These considerations are
particularly relevant for super-resolution images of cellular structures. Even without
considering the effect of overlapping molecules, the presence of dimly fluorescent in-
active molecules, out-of-focus active molecules, and cellular autofluorescence will all
create “outliers” from a uniform background plus Gaussian model. The excess noise
introduced by an EMCCD camera is not currently included in the weighting scheme.
It is not obvious a priori whether these factors increase the DAOPHOT II localization
error above the theoretically optimal level for an MLE.

To investigate whether DAOPHOT attained unmodified-MLE localization per-
formance, I compared the observed localization error for simulations at low imaging
density with the predicted theoretical limits [88]. For the high SNR simulations,
(Figure 6.2, 8333 photons per molecule in the entire PSF, localization prediction as-
sumes 5000 photons in PSF core), the predicted localization error is 2.1 nm for MLE
and 3.7 nm for GME. At low imaging density, observed localization error for DAO-
STORM is 3.9 4+ 0.4 nm, closely corresponding to the GME error. Similarly, for the
low SNR simulations, (Figure 6.3, 333 photons per molecule in the entire PSF, local-
ization prediction assumes 200 photons in PSF core), the predicted localization error
is 19.4 nm for MLE and 28.7 nm for GME; at low imaging density, localization error
for DAOSTORM is 25 + 4 nm. Additional simulations with the EMCCD module of
the simulator turned off (i.e., without electron-multiplying gain) and in the absence
of background noise gave similar results.

I conclude that the modifications to the MLE weighting scheme introduced by
DAOPHOT II increase the localization error to the level of GME rather than MLE.
Although these deviations (1.6 nm at high SNR, 9.3 nm at low SNR) are relatively
small compared with typical experimental resolution (10-20 nm [15]), they will be-

come important as recently-reported ultra-precise localization methods [131] become
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more commonplace. In this case, investigation of optimal fitting methods and local-
ization error at high imaging density and in the presence of outliers will enable further
improvements in the performance of the algorithm.

A final consideration is the PSF model employed by DAOSTORM during fitting.
A useful feature of the DAOSTORM algorithm is that the PSF is derived directly
from the data; therefore deviations from a simple Gaussian PSF model, such as those
expected a priori [88], or unexpected deviations, e.g., due to imperfect optics, are
automatically accommodated and do not affect fitting. However, to simplify fitting,
and in particular to maximize fitting speed, the PSF shape is assumed identical for
all fluorophores in an image. This is a reasonable assumption for freely rotating
fluorophores; however, for the case of samples containing fluorophores with fixed
dipole orientation on the timescale of observation, this approach may introduce errors
on the order of tens of nanometres [88, 177]; fitting with a more complex model PSF
can resolve this issue [88]. Extension of DAOSTORM to use a variable PSF may allow
high imaging density analysis of such samples. A particularly exciting application of
a variable PSF version of DAOSTORM would be its combination with 3D super-
resolution methods [151, 152] which derive the z-position of the fluorophore from the

PSF shape.

6.5 Conclusions

In summary, I presented a novel localization algorithm for super-resolution imaging,
which significantly improves the performance at high imaging density. This algo-
rithm will be useful for all localization-based super-resolution methods, because it
maximizes information content extracted from raw data, reduces acquisition time
and increases maximum spatial resolution; these improvements will be particularly
useful for challenging applications such as live-cell super-resolution imaging.

DAOSTORM currently uses a model PSF with fixed shape for fitting; an extension
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using PSFs with variable shape will allow fitting to fluorophores with fixed dipole ori-
entation [88] and combination with 3D-STORM approaches [151, 152]. DAOSTORM
could also be combined with other high-density super-resolution methods (such as
PAINT [178, 179], which is based on transient binding of labelled molecules to target

structures), increasing the applicability and appeal of super-resolution microscopy.
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Conclusions

7.1 Discussion

Single-molecule fluorescence imaging has provided novel insight into many biologi-
cal phenomena, across a wide range of distance scales of biological interest. On the
nanoscale, TIRF-FRET can be used for in vitro studies of molecular dynamics over a
distance range of ~ 2-10 nm, which is a key scale for understanding how biomolecular
machines work as single machines, e.g., the dynamics of DNA polymerase [11] and
HIV reverse-transcriptase [10]. On the microscale, super-resolution imaging holds
the promise of allowing individual biomolecules to be properly placed in their cel-
lular context, allowing the spatial distribution of large ensembles of molecules to be
analysed; initial applications include analysis of distribution of F. coli chemotaxis pro-
teins [162], and analysis of chromosomal segregation during cell division in Calobactur
crescentus [180].

In this thesis, I presented tools to define and extend the spatio-temporal resolu-
tion of widefield single-molecule imaging. For TIRF-FRET, I presented derivations
which define the theoretical limits of resolution in a FRET measurement. I designed

and implemented image analysis software to automate and optimize TIRF-FRET
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data analysis. This software allowed us to obtain large, statistically robust datasets
which could be used to define the current limits of FRET resolution. After extensive
validation of the image analysis software via simulation, the resolution limits of the
experimental system were characterized using dsDNA FRET standards. The largest
sources of measurement error were identified as acceptor photophysics and focal drift;
non-optimal profile fitting was also shown to introduce significant error. I demon-
strated FRET resolution equivalent to a distance difference of one DNA base-pair
for measurements of dynamic heterogeneity, i.e., for measurements of the fluctuations
of an individual molecule. For static heterogeneity measurements, i.e., for the com-
bined measurements of multiple molecules, which were subject to larger measurement
errors, I showed that it was possible to resolve the presence of two sub-populations
with a difference in donor-acceptor separation of two DNA base-pairs within a single
sample.

For localization-based super-resolution imaging, I presented a novel super-resolution
localization algorithm, DAOSTORM, designed to analyse images containing many
overlapping molecular point spread functions. DAOSTORM and two alternative lo-
calization algorithms were used to analyse simulated and experimental data. The
results of simulations showed that DAOSTORM can operate at significantly higher
imaging density than previous algorithms; dSTORM imaging of fluorescently labelled
microtubules confirmed that this algorithm also shows improved performance on real

datasets.

7.2 Future work

The TIRF-FRET work presented here has facilitated a number of high-resolution
studies in our group. Stephan Uphoff and Johannes Hohlbein are currently study-
ing the binding dynamics of E. coli DNA polymerase I on various DNA substrates,

and Thorben Cordes, Kristopher Gryte and Alexandra Tomescu are attempting to
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resolve single-base-pair translocation events during E. coli RNA polymerase initial
transcription. The TwoTone software has also generated interest within the research
community, and has been downloaded by multiple researchers for use in their own
experiments.

I identified that one of the limitations to TIRF-FRET resolution was the use of a
non-optimal profile-fitting algorithm in TwoTone; work is currently being carried out
by Stephan Uphoff to replace the current profile-fitting algorithm with a maximum
likelihood estimator, which should resolve this issue.

An interesting potential application of the theoretical predictions of TIRF-FRET
resolution is their combination with the Burst Variance Analysis (BVA) method. In
recent work led by Joseph Torella [129], we introduced BVA, where dynamic fluc-
tuations of diffusing biomolecules are detected by comparing the standard deviation
of observed FRET distributions with the theoretical expectation value. The theo-
retical predictions of FRET distribution width for TIRF-FRET measurements will
facilitate the application of BVA to surface-immobilized molecules imaged via TIRF.
This may allow the measurement of unresolved dynamics in timetraces of individ-
ual surface-immobilized molecules, at or just below the temporal resolution of the
measurement.

DAOSTORM is already being applied on a regular basis in the Kapanidis lab.
Together with Robert Crawford and Javier Periz, I recently carried out initial STORM
imaging measurements of the E. coli chromosome. Our attempts to carry out such
measurements in live cells resulted in high imaging density data, and a small dataset
due to an increased photobleaching rate for live-cell measurements. DAOSTORM
is very useful in this context since it maximizes the information extracted from a
necessarily small dataset.

The extension of DAOSTORM to use a variable PSF during fitting will allow

high-resolution fitting of molecules with fixed dipoles [88]; it will also allow com-
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bination of DAOSTORM with 3D-STORM methods [151, 152] which use variation
in the PSF shape to calculate z-position. I consider “3D-DAOSTORM?” a particu-
larly exciting extension of the method since samples showing a large degree of three-
dimensional structure necessarily have a much higher “projected” two-dimensional
labelling density than relatively thin, flat samples. Since high resolution 3D-STORM
imaging necessitates significantly higher effective labelling density than 2D-STORM,
and thus higher imaging density, the use of 3D-DAOSTORM or similar methods will
be particularly important.

It has not escaped my notice that DAOSTORM could be adapted for purposes
other than super-resolution localization. Initially, the most obvious application is
TIRF-FRET data analysis. However, for research purposes, the “imaging through-
put”, i.e., the rate at which data is acquired and analysed, is not as important a
parameter for TIRF-FRET as it is for super-resolution microscopy, meaning that
TwoTone (or similar software) is usually sufficient. This is not the case in the method-
ologically related field of fluorescence-based second- and third-generation DNA se-
quencing [181, 182], where in many cases, as for TIRF-FRET, the brightness of
surface-immobilized molecules in multiple emission channels is recorded and anal-
ysed [181, 182]. Here, a 6-fold increase in imaging throughput could be very useful,

since it could potentially significantly reduce the total genome sequencing time.
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Refactoring the electron-multiplying gain equation

Simulations described in Chapter 3 included a model of the electron-multiplying gain
register of an EMCCD, by performing rejection sampling [100] of the approximate

probability density function for electron counts resulting from a gain register [99]:

— (n—m+1)m"! exp [ — n=m+1 ifn >
= T — o P — m Irn -=m,
P(n) ( HI(G-1+1/m) ( G—-1+1/ ) (Bl)

=0 otherwise,
where n is the final electron count, m is the input photon count and G is the electron
multiplying gain.
If Eq. B.1 is used directly in the simulations, serious loss of precision and floating
point overflow errors occur during calculation, because P(n), which is between 0 and
1, is calculated by division of one very large number by another very large number.

This can be avoided by refactoring Eq. B.1 as

n—m+1
— +(m—-—1Inn—m-+1
= exp g=1+1/m ( )In{ ) if n > m,

P(n) —In(m —1)! —mln(g — 1+ 1/m) (B.2)

=0 otherwise.
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For (m — 1) > 50, Stirling’s approximation is applied, i.e.,

In(2m(m — 1))

In(m—-1)!~(m—-1)In(m—-1)—(m—1) + 5

(B.3)

The cut-off point of (m — 1) > 50 is arbitary, but at this point, the error introduced
on application of Stirling’s approximation is ~ 2 x 1072, which is small compared to

other terms in Eq. B.2. I therefore consider this to be a reasonable value to choose.
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Derivation of photon counting error due to PSF overlap

C.1 Probability distribution of overlapping molecules

We require the probability distribution, P,, that g molecules are in an “overlapping”
group, given a random distribution of surface immobilized molecules, surface density
n. I define overlapping as unresolved according to the Rayleigh criterion, i.e., that
they are separated by |Ax| < 2s, where s is the width of a circular 2D Gaussian PSF
defined by Eq. 3.1. If we first consider the molecules on an individual basis, then the
probability, P;, that an individual molecule is in a group of ¢ molecules is equal to the
probability that there are i — 1 other molecules within an area m(2s)? around that

molecule. This is determined by by Poisson statistics:

P = — e* u=4ns’n, (C.1)

where n is the surface density of molecules.
We can relate the probability, P;, of observing an individual molecule within a
group of ¢ molecules, to the probability, F,, of observing a group containing g =

¢ molecules. This is achieved by noting that for P,, each group is counted only once,
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whereas for P;, each group is counted g = ¢ times. Taking this into account, and

normalising, we find:

P /i PP 1—e*
P, = A=) ‘L= .
A7 ;z u

(C.2)

C.2 Photon counting error for overlapping molecules

The fractional root mean square (RMS) photon counting error, AM,,,s/M, is just

equal to the counting error:

AMyps/M = Agpms = (g — 1)*)2, (C.3)

This is because the “correct” count for a group of overlapping molecules is one, i.e., no
counting error is observed for the case that all molecules are successfully resolved into
individual groups containing ¢ = 1 molecules. All unresolved groups of g molecules
therefore have a counting error of g — 1.

Applying Eq. C.2, the RMS photon counting error is thus
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